Tuple-independent and disjoint-independent probabilistic databases (TI- and DI-PDBs) represent uncertain data in a factorized form as a product of independent random variables that represent either tuples (TI-PDBs) or sets of tuples (DI-PDBs). When the user submits a query, the database derives the marginal probabilities of each output-tuple, exploiting the underlying assumptions of statistical independence. While query processing in TI- and DI-PDBs has been studied extensively, limited research has been dedicated to the problems of updating or deriving the parameters from observations of query results. Addressing this problem is the main focus of this paper. We first introduce Beta Probabilistic Databases (B-PDBs), a generalization of TI-PDBs designed to support both (i) belief updating and (ii) parameter learning in a principled and scalable way. The key idea of B-PDBs is to treat each parameter as a latent, Beta-distributed random variable. We show how this simple expedient enables both belief updating and parameter learning in a principled way, without imposing any burden on regular query processing. Building on B-PDBs, we then introduce Dirichlet Probabilistic Databases (D-PDBs), a generalization of DI-PDBs with similar properties. We provide the following key contributions for both B- and D-PDBs: (i) we study the complexity of performing Bayesian belief updates and devise efficient algorithms for certain tractable classes of queries; (ii) we propose a soft-EM algorithm for computing maximum-likelihood estimates of the parameters; (iii) we present an algorithm for efficiently computing conditional probabilities, allowing us to efficiently implement B- and D-PDBs via a standard relational engine; and (iv) we support our conclusions with extensive experimental results.
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1 INTRODUCTION

Uncertain data arises in numerous settings, including data exchange, ETL, approximate query processing, and more. In the last decade, the challenge of posing queries over uncertain data (data specified by a probability distribution) has received considerable attention by the database
In most classical probabilistic databases (PDBs), users directly provide probabilities for data in the PDB ("Direct Feedback"). In Beta- and Dirichlet-Probabilistic Databases, users provide probabilities for the outputs of queries over the database ("Indirect Feedback"). The methods developed in this paper give a principled approach for propagating this information back to the database and appropriately changing the probabilities.

Fig. 1. In most classical probabilistic databases (PDBs), users directly provide probabilities for data in the PDB ("Direct Feedback"). In Beta- and Dirichlet-Probabilistic Databases, users provide probabilities for the outputs of queries over the database ("Indirect Feedback"). The methods developed in this paper give a principled approach for propagating this information back to the database and appropriately changing the probabilities.

community [2, 5, 7, 9, 19, 25, 32, 33, 39, 52, 55, 56], and querying uncertain data is relatively well understood. However, deriving the probability distribution behind a probabilistic database can be significantly harder [16, 17], particularly when facts about the data are noisy ("Ada probably works for HP"), or indirect ("Ada works for a tech company in Boston").

In this article we address the challenges of building a probabilistic database from a noisy, indirect signal. We propose two new models: Beta-Probabilistic Databases (B-PDBs) and Dirichlet-Probabilistic Databases (D-PDBs) that extend existing models of probabilistic databases with a principled process for updating the database’s probability distribution ("belief updating"), or for deriving it from scratch ("parameter learning"). As illustrated in Figure 1, the information used to update or derive either of the new models may be indirect, on the output of a query. Concretely, our models can incorporate any information that can be expressed in terms of the probability of a Boolean expression holding over the database and — as an instance of "reverse data management" [45] — propagate this feedback back to the database. This information may also be noisy: The new information may itself be sampled, as in a poll or a vote, or crowdsourced. Most importantly, both new models are completely backwards compatible with existing, widely used models. B-PDBs generalize the Tuple-Independent model [5, 9, 11, 21] for probabilistic databases (TI-PDBs), while D-PDBs generalize both B-PDBs and the Disjoint-Independent model [2, 32] for probabilistic databases (DI-PDBs, also sometimes called X-Tuples). This backwards compatibility allows us to freely leverage query processing techniques developed for TI-PDBs and DI-PDBs, like probabilistic relational algebra (pRA) [21], Monte Carlo simulations [7, 33, 38], anytime approximations [13, 20], dissociations [8, 22, 23], lineage-based methods [26] and more. B- and D-PDBs enable a more powerful form of pay-as-you-go feedback on query results [34, 60], as well as probabilistic forms of in-database constraint programming [27, 37] and of virtualized experiments [15]. Above all else, B- and D-PDBs provide a systematic way of training any finite probabilistic relation instance [58].

Example 1.1 (Running example). Consider a hypothetical data aggregator combining information from a variety of sources like LinkedIn, Facebook, or Twitter, for example to make hiring decisions. Based on a tweet, the aggregator is able to infer that Ada is employed in Boston, but does not learn her employer. Given a table of employers \(E\) (name, emp) and locations \(L\) (emp, loc), an equivalent assertion is given by the following existential query:

\[
q_1 = \exists \text{select * from } E \text{ natural join } L \text{ where } E.\text{name} = 'Ada' \text{ and } L.\text{loc} = 'Boston'
\]

This information could then, in principle, be propagated directly into the database. However, there are at least two sources of uncertainty that could make this assertion unreliable: First, we may not be certain that the assertion is correct, for example as a result of ambiguity in the tweet it was extracted from. Secondly, the information extracted from this tweet may directly contradict prior evidence. Both of our proposed models make it possible to account for both factors when updating the underlying database: In the B-PDB (resp., D-PDB) model, each tuple (resp., x-tuple)
in the probabilistic database has a true, independent probability (resp., probability distribution). We know the tuples of the database, but only have an inaccurate estimate of their probabilities. Our goal is to learn the true probability based on repeated samples taken from queries over that database.

We initially focus exclusively on the Tuple-Independent model. In this model, a database is a set of \( n \) tuples \( \{x_1, \ldots, x_n\} \), annotated with independent probabilities \( \{\theta_1, \ldots, \theta_n\} \). It represents a standard relational database whose internal state is uncertain; the set of its plausible states (its “possible worlds”) consists of the power-set of \( \{x_1, \ldots, x_n\} \). The probability of a possible world \( w \) is simply the probability of selecting its tuples independently: \( \mathbb{P}[w] = \prod_{x_i \in w} \theta_i \cdot \prod_{x_j \notin w} (1 - \theta_j) \). Given a Boolean query \( q \), the probability of \( q \) being true is equal to the sum of the probabilities of the possible worlds that satisfy \( q \): \( \mathbb{P}[q] = \sum_{w \models q} \mathbb{P}[w] \).

Notice that our focus on independent input tuples (and later disjoint-independent tuples) does not limit the generality of our approach. It is known (e.g., \([22, 51, 58]\)) that any correlation between probabilistic events can be captured by general Boolean functions over independent events only (not just disjoint-independent events). Hence, any finite set of possible worlds may be encoded as a view over a TI-PDB. For completeness, we present the full argument in appendix C.

**Example 1.2 (Running example continued).** Continuing example 1.1, we could use a TI-PDB to encode noisy knowledge about employment histories, for example from a source like Facebook (see Figure 2a). If we want to find out whether the person named Ada ever had an employer, we run the following Boolean query over the probabilistic employer relation \( E^\theta \).

\[
q_2 = \text{exists}(\text{select } \ast \text{ from } E^\theta \text{ where name='Ada'})
\]  

The answer is expected to be true (“Ada had at least one employer in the past”) with probability 0.84 and false (“Ada never had a job”) with probability 0.16.\(^1\)

Let’s now assume that there exists a TI-PDB \( D \) whose parameters are hidden, but that we would like to recover. To do so, we have a limited ability to gather (noisy) evidence (denoted \( E \)) about

---

\(^1\)The probabilities follow from \( 1 - [(1 - 0.6) \cdot (1 - 0.6)] = 0.84 \). Also notice that we adopt here the Closed-World Assumption (CWA) as is common with TI-PDBs: any missing tuple is assumed to have probability 0.
Fig. 3. Beta- and Dirichlet-Probabilistic Databases support both (1) Belief updates to merge new, sampled observations with the prior PDB state, and (2) Parameter Learning to derive a PDB that would produce the desired query probabilities.

\( D \). We encode \( \mathcal{E} \) as (i) a set of Boolean queries \( Q \overset{\text{def}}{=} \{ q_1, \ldots, q_k \} \), and (ii) a finite set of query-answers \( \mathcal{E} = \bigcup_i \mathcal{E}_{q_i} \), sampled from \( P[q_i] \), for each \( q_i \) in \( Q \). Note that this approach generalizes to non-Boolean queries as well: A single non-boolean query with \( k \) possible results may be expanded into a set of \( k \) Boolean queries, individually testing the existence of each possible result.

**Example 1.3 (Deriving \( Q \)).** Our approach is agnostic to how the set of boolean queries \( Q \) are obtained for a given evidence set \( \mathcal{E} \). However, to create context for the remainder of our work, we illustrate how \( Q \) would be derived in three potential applications of B-PDBs and D-PDBs: (i) Direct Feedback, (ii) Query Feedback, and (iii) Probabilistic Data Exchange.

**Direct Feedback.** Mimicking classical probabilistic databases, we might learn from (potentially noisy) direct evidence about tuples already in \( D \). In this case, \( Q \) selects the specific tuples we have evidence about. For example, given probabilities for tuples with tuple identifiers (TIDs) \( t_1, \ldots, t_k \) from relation \( E^p \), we would use: \( Q = \{ \exists x \text{ (select } * \text{ from } E^p \text{ where } \text{tid}=t_i) \mid i \in [1,k] \} \).

**Query Feedback.** In a second usage pattern, the user first queries the database, identifies potential errors in the result, and provides feedback about them. In this case, \( Q \) is defined to be (the Boolean expansion of) the user’s query or queries.

**Probabilistic Data Exchange.** A third possibility is that we wish to learn from probabilities or votes regarding source facts that do not appear directly as tuples in the database (as in example 1.1). As in data exchange, we accomplish this by first defining the source facts in terms of a view over the target database. \( Q \) is then defined by the resulting view queries.

We assume each sample is drawn independently from all the others, and we use \( \mathcal{E} = \bigcup_i \mathcal{E}_{q_i} \) to denote the “evidence”, i.e. the whole set of samples. This article focuses mainly on two problems, as illustrated in Figure 3.

1. **Belief updating:** given an initial hypothesis consisting of estimates of the hidden parameters of \( D \) and our confidence in each estimate, we show how to refine the hypothesis by incorporating the new evidence \( \mathcal{E} \).
2. **Parameter learning:** we show how to derive a new TI-PDB (resp., DI-PDB) from scratch, relying only on the given evidence.

**Belief updating** is useful when someone wants to improve an already reliable probabilistic model, exploiting some new, previously unseen, evidence. For example, let’s assume we trust the information stored in relation \( E^p \), but we want to improve our knowledge about Ada’s work history. In order to do so, we submit a query \( q_3 \) “has Ada ever worked for IBM?”\(^2\) to 10 independent data banks. If at least 7 of them answer “yes”, then we may want to increase parameter \( \theta_1 \) in \( E^p \) (whose initial value is 0.6) to reflect this additional information. Clearly, the extent of the adjustment will depend on how strong our initial confidence about the value of \( \theta_1 \) was. Belief updating is about computing these adjustments to prior beliefs in a principled way.

\(^2\)In SQL: \( q_3 = \exists x \text{ (select } * \text{ from } E \text{ where name='Ada' and emp='IBM') } \)
Parameter learning is about using evidence or expert inputs to build a new probabilistic model from scratch. In contrast to belief updating, we start with no prior and our aim is solely to find a model consistent with the available evidence. For example: if we are told that the query

$$q_4(\text{emp}) = \text{select emp from } E \text{ where name='Ada'}$$

should return the answer \(\{\text{HP, IBM}\}\) (“Ada worked for both HP and IBM”) with relative frequency 0.32 (or some other answer with relative frequency \(1 - 0.32 = 0.68\)), and should return the empty set \(\emptyset\) (“Ada has not worked before”) with relative frequency 0.12 (or some other non-empty answer with relative frequency \(1 - 0.12 = 0.88\)), then our goal becomes to choose \(\theta_1\) and \(\theta_2\) so that the model \((E^\emptyset)\) exhibits the desired marginal probabilities for \(q\). This is achieved either when \((\theta_1, \theta_2) = (0.4, 0.8)\) or when \((\theta_1, \theta_2) = (0.8, 0.4)^3\).

In the context of parameter learning, we will consider the option of collapsing multiple query-answers into a single update. For each update, we will assume a set of \(k\) distinct Boolean queries (e.g., the expansion of a non-Boolean query) and that each query is evaluated on exactly \(s\) samples of the ground truth database. We denote by \(\tau = \{\tau_1, \ldots, \tau_k\}\) the fraction of positive answers for each. Therefore, we model the evidence \(E\) as a mapping that associates each query to its observed relative frequency of positive answers: \(E \triangleq \{(q_1, \tau_1), (q_2, \tau_2), \ldots, (q_k, \tau_k)\},\) \(s\).

Example 1.4 (Running example continued). If we crawled the web and retrieved 25 LinkedIn profiles that are all plausible, equally likely matches for the entity named Ada, and all of them but 4 report some unspecified work experience, then we can associate the relative frequency \(\tau = 0.84\) to query (1), and set \(s = 25\). Evidence for other queries can be collected in a similar fashion.

The key idea behind B-PDBs is to model the parameters \(\theta_i, i \in [n]\) as Beta-distributed latent random variables. This simple expedient allows us to (i) model both our current estimate of a probability and our confidence in a natural way, and (ii) to deploy a principled way to update those estimates in the presence of new evidence. We illustrate with Figure 2b (first table) a simple B-PDB, consisting of a single relation \(E^{(a,b)}\), generalizing the TI-relation \(E^\emptyset\) we introduced in Figure 2a. Notice that for each tuple \(x_i\) the parameter \(\theta_i\) has been replaced by two parameters, \(a_i\) and \(b_i\). The symbol \(\theta_i\) is now used to identify a \([0,1]\)-valued random variable, whose probability density is Beta-distributed:

$$p[\theta_i] \triangleq \frac{\theta_i^{a_i-1} \cdot (1 - \theta_i)^{b_i-1} \cdot B(a_i, b_i)}{}$$

(2)

Here \(B(\cdot, \cdot)\) denotes the Beta function, which serves as a normalizing factor\(^4\). The three solid-red plots on the right in Figure 2 depict the density functions \(p[\theta]\) for each tuple in the B-PDB. An intuitive way to understand Beta distributions is to think about their parameters \(a\) and \(b\) as votes. Under this interpretation, the first row for \(x_1\) in the B-PDB represents a poll where the query “has Ada ever worked for HP?” has received \(a_1 = 6\) positive answers and \(b_1 = 4\) negative ones. Similarly, the second row for \(x_2\) can be seen as a poll where the query “has Ada ever worked for IBM?” has received \(a_2 = 18\) positive votes and \(b_2 = 12\) negative ones. While the relative frequency of positive answers is the same for both the polls (0.6 = \(18/30\) = \(0.6\)), the second poll should be considered more “informative”, as it involves more votes (30 vs. 10 votes). Consistently with this intuition, the plots of \(p[\theta_1]\) and \(p[\theta_2]\) both have a peak at 0.6, but the former exhibits a higher entropy, while the latter shows a stronger concentration around the expectation.

---

3Since 0.32 = 0.8 \cdot 0.4 and 0.12 = (1 - 0.8)/(1 - 0.4). Notice that \(q_4\) is not a Boolean query. Nonetheless, the example is well defined: it is possible to write a Boolean query to verify whether the answer to \(q\) is \(\{\text{HP, IBM}\}\), and another one to verify whether the answer is \(\emptyset\).

4Chapter 25 of [35] is a good introduction to Beta distributions.
In B-PDBs, the **marginal probability** of a tuple $x_i$ (that we denote with $\mathbb{P}[x_i]$) is equal to the **expected value** of the random variable $\theta_i$, that we denote with $\langle \theta_i \rangle_{p(\theta_i)}$

$$\mathbb{P}[x_i] = \langle \theta_i \rangle_{p(\theta_i)} = \int_{0}^{1} \theta_i \cdot p[\theta_i] \, d\theta_i$$

$$= \frac{a_i}{a_i + b_i}$$

(3)

(4)

It is well known [35] that the integral in eq. (3) admits the closed-form given in eq. (4). It follows that B-PDBs are **indistinguishable** from regular TI-PDBs when it comes to query processing; all existing inference techniques, both exact and approximate, that have been proposed in the past for TI-PDBs (e.g., [11, 20, 23, 38, 48, 50]) can be readily applied to B-PDBs. To do so, it is sufficient to convert the B-PDB into a TI-PDB by computing the expectation $\langle \theta_i \rangle_{p(\theta_i)}$ for each and every tuple in the database, in constant time for each tuple. Therefore, B-PDBs are a **conservative generalization** of TI-PDBs that add a principled way to update the parameters. Together with D-PDBs, they form the main focus of this article. The first table of Figure 2b shows the tuples’ marginal probabilities inside column $\langle \theta \rangle$. This column is shown for readers’ convenience only: it is not explicitly stored in a B-PDB. It is immediate to verify that the given B-PDB is equivalent, in terms of query processing, to the relation $E^p$ introduced in Figure 2a.

Beyond estimating tuples’ probabilities (and unlike standard TI-PDBs), B-PDBs can also evaluate the **confidence** of such estimates. In the remainder of this article we adopt the **differential entropy** $h[\theta_i]$ as a metric for the confidence of the B-PDB’s estimates of $\mathbb{P}[x_i]$\(^5\). By definition, the differential entropy of $\theta_i$ is:

$$h[\theta_i] \overset{\text{def}}{=} -\int_{0}^{1} p[\theta_i] \cdot \ln(p[\theta_i]) \, d\theta_i$$

The above integral admits a well-known [18, 43] closed form\(^6\). In contrast to the standard entropy, differential entropy $h[\theta_i]$ is defined between 0 and $-\infty$. Intuitively, the smaller $h[\theta_i]$ is, the higher is the confidence of the estimate of $\mathbb{P}[x_i]$, with 0 denoting a uniform distribution and uncertainty vanishing entirely at the limit of $-\infty$. For the readers’ convenience, Figure 2b shows the differential entropies in the column $h[\theta]$\(^7\).

In the following sections, we will describe extensively how B-PDBs, and later how D-PDBs support belief updates. We introduce the former case here with a simple example. The second table in Figure 2b shows the effect of performing a belief update to incorporate the observation of a single, negative answer to the Boolean query

$$q_5 = \text{exists}(\text{select } * \text{ from } E \text{ where } \text{emp}='\text{HP}')$$

Intuitively, the observation suggests that neither Ada nor Bob have worked in the past for HP. We react to this new information by adding a negative vote to both the first and the third tuple in the B-PDB. The adjusted probability densities of $\theta_1$ and $\theta_3$ are plotted on the right, in dashed green. Notice that the update has a greater impact on $p[\theta_3]$ than on $p[\theta_1]$, consistent with the fact that our confidence in $\theta_1$ is higher: $h[\theta_1] < h[\theta_3]$. In the general case, belief updates may involve thousands of records, and affect the parameters of a B-PDB in a non-trivial way.

In the remainder of this article, we study (i) belief updates (Section 4) and (ii) parameter learning (Section 5), first in the context of B-PDBs, and later extending our approach to the more general class of D-PDBs (Section 7): we show how to perform both when we observe answers to an arbitrary set

---

\(^5\)We use differential entropy and not standard deviation because $\mathbb{P}[x_i]$ is a probability.

\(^6\)The closed solution is $h[\theta_i] = \ln(B(a_i, b_i)) - [(a_i - 1) \cdot (\psi(a_i) - \psi(a_i + b_i))] - [(b_i - 1) \cdot (\psi(b_i) - \psi(a_i + b_i))]$, where $\psi(\cdot)$ denotes the Digamma function.

\(^7\)As before, this information is given for readers’ convenience only and does not need to be stored inside the B-PDB.
of conjunctive, self-join-free queries, and show efficient implementations for safe queries (Section 6).

While the problem of parameter learning has been studied before, to the best of our knowledge the preliminary work on B-PDBs [46] was the first attempt to enable bayesian updates on probabilistic databases. This article extends that effort with a new model (D-PDBs) that generalizes the DI-PDB model for probabilistic databases; We also use the longer format to provide additional examples and experiments for clarity.

Our contributions include:

1. **Bayesian belief updates.** Given a B-PDB and a set of queries’ results, we show how to incorporate the new evidence into the B-PDB in a Bayesian fashion. We analyze the complexity of computing such Bayesian updates and provide efficient algorithms for tractable classes of queries.

2. **Parameter learning.** We devise a soft-expectation-maximization algorithm for computing the maximum likelihood estimate of the parameters \(\{\theta_1, \ldots, \theta_n\}\) w.r.t. some given queries’ results.

3. **Conditional probabilities.** We present an algorithm for efficiently computing the probability of a query result conditioned on observed evidence.

4. **Generalization to DI-PDBs.** We introduce D-PDBs, an extension of B-PDBs that generalizes the DI-PDB model of probabilistic databases with support for bayesian belief updates and parameter learning.

5. **Benchmarks.** We show how the algorithms we propose can be easily embedded into a standard relational engine, so to exploit its optimization features. We test our framework against real (YAGO2, IPUMS) and synthetic (TCP-H) data sets, annotated with probabilities.

Relative to the preliminary work [46], item 4 is entirely new material.

## 2 BACKGROUND

In this section, we review some background, notions, and contextualize B-PDBs w.r.t. previous work on probabilistic databases. For the sake of conciseness, we use the following notation: given a real number \(z\) we denote by \(\bar{z}\) its complement (1 – \(z\)). When \(\varphi\) is a Boolean expression, \(\overline{\varphi}\) denotes, as usual, its negation \(\neg\varphi\).

### 2.1 Relational Databases

A relational database consists of a finite collection of relations \(\{R, S, T, \ldots\}\), over a finite set of \(n\) tuples \(\{x_1, \ldots, x_n\}\). A conjunctive query \(q\) is a first-order formula in prenex normal form, respecting the following restrictions: (i) each predicate symbol represents a relation, (ii) all variables are either existentially quantified or quantifier-free, (iii) the formula is negation-free and (iv) disjunction-free. We use capital letters to denote first-order logic variables. For example:

\[
q(Z) = \exists X \exists Y \ E(X, Y) \land L(X, Z)
\]  

We denote by \(\text{hvar}(q)\) the set of free (“head-”) variables of \(q\), and by \(\text{evar}(q)\) the set of existentially quantified variables. A conjunctive query is said to be **self-join-free** iff every relation name appears at most once; it is said to be **Boolean** iff there are no free variables. Given a database instance \(\mathcal{D}\), every non-Boolean conjunctive query can be seen as a collection of Boolean queries, one for each possible grounding of the free variables to values in their active domain [1]. In the remainder of this paper we assume queries are always conjunctive and self-join-free. With limited abuse of notation we will denote non-Boolean queries as vectors \((q)\) and Boolean ones as an indexed vectors’ components \((q_j)\) that range over the groundings of \(q\). Given a database instance \(\mathcal{D}\) and a Boolean
query $q$, we denote by $\Phi_D(q)$ the \textit{lineage} \cite{4, 6, 26} of $q$, a propositional Boolean formula over the alphabet $\{x_1, \ldots, x_n\}$, built by the following recursive rules:

- $\Phi_D(q) = \Phi_D(q'_1) \lor \ldots \lor \Phi_D(q'_k)$ when $q = \exists X \phi'$, and $\text{hvar}(q') = \{X\}$ and $\{q'_1, \ldots, q'_k\}$ are the groundings of $q'$ obtained by replacing $X$ with one of the constants in its active domain
- $\Phi_D(q) = \Phi_D(q'') \land \Phi_D(q')$ when $q = q' \land q''$
- $\Phi_D(q) = x_i$, when $q$ is a ground atom of tuple $x_i$.

A lineage expression $\phi$ is said to be \textit{read-once} iff each literal appears at most once. It is straightforward to extend the definition of lineage to query answers: if $\phi$ is the lineage of $q$ then the answer $\top$ has lineage $\emptyset$, while the answer $\bot$ has lineage $\phi$. In the following we often identify Boolean queries with their lineage. For the sake of compactness we sometimes omit the $\land$ symbol in lineage expressions (therefore, $x_1 x_2$ is an abbreviation for $x_1 \land x_2$) and use the common Datalog notation to express conjunctive queries; for example: $q(Z) := E(X, Y), L(X, Z)$.

Given a variable $X$ and a query $q$, we denote by $\mathsf{at}(X, q)$ the set of $q$’s atoms where $X$ appears. Variables that appear in every atom of $q$ are called \textit{root variables}. We say that a query $q$ is \textit{hierarchical} iff, for any two existential variables $(X, Y)$, either $\mathsf{at}(X, q) \subseteq \mathsf{at}(Y, q)$ or $\mathsf{at}(Y, q) \subseteq \mathsf{at}(X, q)$ or $\mathsf{at}(X, q) \cap \mathsf{at}(Y, q) = \emptyset$ holds.

\textbf{Example 2.1 (continued).} The query $q$ from Equation (5) is hierarchical; the set of head-variables $\text{hvar}(q)$ contains only $Z$, while $\text{evar}(q)$ consists of $(X, Y)$. $X$ is a root variable, but $Y$ is not. Let $\mathcal{D}$ be a database instance where the relations $E$ and $L$ are defined as follows:

<table>
<thead>
<tr>
<th>E</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>emp</td>
</tr>
<tr>
<td>Ada</td>
<td>HP</td>
</tr>
<tr>
<td>Ada</td>
<td>IBM</td>
</tr>
<tr>
<td>Bob</td>
<td>HP</td>
</tr>
<tr>
<td>Ada</td>
<td>eng</td>
</tr>
<tr>
<td>Bob</td>
<td>eng</td>
</tr>
<tr>
<td>Bob</td>
<td>ita</td>
</tr>
</tbody>
</table>

Within $\mathcal{D}$ the active domain of $Z$ is \{\text{eng}, \text{ita}\}. Therefore query $q$ can be seen as a collection of two Boolean queries:

$q_1 := E(X, Y), L(X, \text{eng}). \quad q_2 := E(X, Y), L(X, \text{ita}).$

Their lineage expressions are:

$\Phi_D(q_1) = x_1 x_4 \lor x_2 x_4 \lor x_3 x_5 \quad \Phi_D(q_2) = x_3 x_6$

The lineage of $q_2$ is read-once, while the lineage of $q_1$ is not, as the literal $x_4$ is used twice (we will later show how to obtain a read-once expression for $q_1$).

We define \textit{query plans} as sentences respecting the following grammar:

$P ::= R \mid \pi_X(P') \mid \sigma(P') \mid \mathsf{pr}[P', P'', \ldots ]$

where $R$ denotes an arbitrary relation name and projections ($\pi$), selections ($\sigma$) and natural joins ($\mathsf{pr}$) have the usual semantics. It is straightforward to extend the notation we use for queries to query plans: if $P$ denotes a plan, then $\text{hvar}(P)$ is the set of attributes in its output schema, while $\text{evar}(P)$ denotes the set of attributes that are projected-away. In the following we write $\pi_{-X}(P)$ as short form for $\pi_{\text{hvar}(P) \setminus \{X\}}(P)$. A plan $P$ is Boolean when $\text{hvar}(P)$ is empty. Given a database instance $\mathcal{D}$, a non-Boolean plan $P$ can be seen as a collection of Boolean plans $\{P_1, \ldots, P_k\}$, one for each of its output-tuples. Each plan in $\{P_1, \ldots, P_k\}$ is obtained from $P$ by substituting its head variables by the constants of the respective output-tuple. A query plan always corresponds to exactly one query, but one query may have multiple distinct query plans. Two query plans are logically equivalent if they answer the same query. Given a database instance $\mathcal{D}$ and a Boolean planner $P$, we can use $\mathsf{pr}(P)$ to obtain a read-once expression for $P$. In this paper \textit{"atoms"} are atomic first-order logic formulas. For example, the query from Equation (5) contains two \textit{atoms}, $E(X, Y)$ and $L(X, Y)$. An atom is \textit{ground} when it has no variables: $E(\text{"Ada"}, \text{‘HP’})$.
plan $P$ we denote by $\Phi_D(P)$ the lineage of $P$, a Boolean expression built according to the following recursive rules:

- **Atom:** If $P = R$ then $\Phi_D(P) = x$ where $x$ identifies the grounded tuple in $R$.
- **Join:** If $P = P' \bowtie P''$ then $\Phi_D(P) = \Phi_D(P') \land \Phi_D(P'')$.
- **Select/Project:** If $P = \pi_\sigma(P'(P'' \vdash \sigma))$, then $\Phi_D(P) = \Phi_D(P') \lor \Phi_D(P'' \vdash \sigma)$ assuming that $\{P'_1, P'_2, \ldots, P'_k\}$ are the Boolean plans corresponding to the output-tuples of $\sigma(P')$.

If plan $P$ answers query $q$, then $\Phi_D(P)$ is logically equivalent to $\Phi_D(q)$, for every $D$.

**Example 2.2 (continued).** Both the following query plans

$$P' = \pi_{-X}(\pi_{-Y}(E \bowtie L)) \quad P'' = \pi_{-XY}(E \bowtie L)$$

compute the correct answer for query $q$ from Equation (5), but they produce different lineage expressions:

<table>
<thead>
<tr>
<th>$P'$</th>
<th>$P''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_D$</td>
<td>$\Phi_D$</td>
</tr>
<tr>
<td>$\text{lng}$</td>
<td>$\text{lng}$</td>
</tr>
<tr>
<td>$\text{ita}$</td>
<td>$\text{ita}$</td>
</tr>
<tr>
<td>$(x_1 \lor x_2) \lor x_3 x_5$</td>
<td>$x_1 x_4 \lor x_2 x_4 \lor x_3 x_5$</td>
</tr>
<tr>
<td>$x_3 x_6$</td>
<td>$x_3 x_6$</td>
</tr>
</tbody>
</table>

Notice that all the lineage expressions produced by $P'$ are read-once and logically equivalent to the corresponding lineage expressions of $q$ and $P''$.

### 2.2 Tuple-independent Probabilistic Databases

A tuple-independent probabilistic database (TI-PDB) is a regular relational database where each tuple represents an independent probabilistic event. Each tuple $x_i$ is associated with a Bernoulli-distributed Boolean random variable, expected to be true with probability $\theta_i$ and false with probability $1 - \theta_i$. It represents the belief that tuple $x_i$ belongs to the database. In slight abuse of notation we use $X$ to denote both a tuple and its associated Boolean random variable; we use the vector notation $\Theta$ to denote the whole set of parameters $\{\theta_1, \ldots, \theta_n\}$. Unlike deterministic databases, the state of a TI-PDB is uncertain: the set of its plausible states (its “possible worlds”) ranges over the power-set of its tuples. Hence, a possible world consists of a subset of tuples, generated by including each tuple $x_i$ with probability $\theta_i$. A TI-PDB $D$ defines a probability measure $P[\cdot]$ over possible worlds and Boolean queries. If $w$ is a possible world, we denote by $w[i]$ a function that returns 1 when tuple $x_i$ belongs to $w$, and 0 otherwise. The probability of $w$ is $P[w|D] \overset{\text{def}}{=} \prod_{i:w[i]=1} \theta_i \cdot \prod_{i:w[i]=0} (1 - \theta_i)$, the probability of drawing its tuples independently; if $q$ is a Boolean query, its marginal probability is the sum of all possible worlds where $q$ is satisfied: $P[q|D] \overset{\text{def}}{=} \sum_{w[q]} P[w]$. If $\varphi$ is a lineage expression, we denote by $P[\varphi|D]$ the probability of $\varphi$ being satisfied, given that each literal $x_i$ is true with probability $\theta_i$ and false otherwise. Notice that $P[\varphi|D] = P[\varphi|\varnothing]$ when $\varphi = \Phi_D(q)$.

TI-PDBs are often associated with Probabilistic Relational Algebra (pRA) [21], a generalization of positive relational algebra that consists of three probabilistic operators: independent projection ($\pi^P$), independent join ($\bowtie^P$) and selection ($\sigma$). These operators differ from standard relational algebra in the fact that they associate a score to each output tuple. Let $P$ be the Boolean plan associated with an arbitrary output tuple; its score is computed according to the following recursive rules:

- If $P$ identifies a tuple $x_i$ then score($P$) = $\theta_i$
- If $P = P' \bowtie^P P''$ then score($P$) = score($P'$) $\cdot$ score($P''$)
- If $P = \sigma(P')$ then score($P$) = score($P'$)
- If $P = \pi_{\emptyset}^P(P')$ then
  $$\text{score}(P) = 1 - \left[ (1 - \text{score}(P'_1)) \cdot \ldots \cdot (1 - \text{score}(P'_k)) \right]$$

ACM Transactions on Database Systems, Vol. 1, No. 1, Article 1. Publication date: January 2018.
assuming that \( \{P_1', \ldots, P_k'\} \) are the plans corresponding to the output-tuples of \( P' \). For the sake of conciseness we adopt the independent-or (\( \otimes \)) operator:

\[
\text{score}(P) \triangleq \text{score}(P_1') \otimes \ldots \otimes \text{score}(P_k') = \bigotimes_{i \in \{1, \ldots, k\}} \text{score}(P_i')
\]

Let’s assume \( P' \) and \( P'' \) are two plans answering the Boolean queries \( q' \) and \( q'' \), respectively, and \( P[q'|\mathcal{D}] = \text{score}(P') \) and \( P[q''|\mathcal{D}] = \text{score}(P'') \). Notice that \( P[q' \land q''|\mathcal{D}] = \text{score}(P' \bowtie^\emptyset P'') \) holds, but only if \( q' \) and \( q'' \) represent independent events. Similar considerations apply to \( \pi^p \): if \( P' \) and \( P'' \) are the output-tuples of the plan \( P \), then the equivalence \( P[q' \lor q''|\mathcal{D}] = \text{score}(\pi^p_\emptyset(P)) \) holds only if \( q' \) and \( q'' \) represent independent events. The probabilistic independence between \( q' \) and \( q'' \) is guaranteed when their lineages do not share any literal. We can conclude that an arbitrary \( \pi^p \) plan \( P \) computes the correct marginal probabilities when all its intermediate results consist of pairwise independent events. A plan respecting such property is said to be “safe” and its lineage expressions are guaranteed to be read-once. The following Lemma summarizes a variety of results about probabilistic query processing over TI-PDBs.

**Lemma 2.3.** \([9, 11, 24, 48]\) Let \( q \) be a self-join-free conjunctive query consisting of \( k \) Boolean queries \( \{q_1, \ldots, q_k\} \). The following statements are equivalent:

1. Query \( q \) is hierarchical.
2. For any \( \mathcal{D} \), query \( q \) admits a safe \( \pi^p \) plan.
3. For any \( \mathcal{D} \) and \( q_j \in q \), the lineage of \( q_j \) admits a read-once representation.
4. For any \( \mathcal{D} \) and \( q_j \in q \), computing \( P[q_j|\mathcal{D}] \) takes polynomial time in the size of \( \mathcal{D} \).

Deciding any (all) of the above properties (finding a certificate, if any exists) takes polynomial time in the size of \( q \). If such test fails (i.e. no certificate exists), then answering \( q \) is \( \#P \)-hard.

**Example 2.4 (continued).** We can turn the relations \( E \) and \( L \) into a TI-PDB by annotating each tuple with a probability, that we store in a dedicated column named \( \theta \).

We can rewrite the plans \( P' \) and \( P'' \) in terms of \( \pi^p \):

\[
P' = \pi^p_{-X}(\pi^p_{-Y}(E^p \bowtie^p L^p)) \quad P'' = \pi^p_{-X,Y}(E^p \bowtie^p L^p)
\]

They both produce the same output-tuples, but different scores:

<table>
<thead>
<tr>
<th>( P' )</th>
<th>( P'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>name</td>
<td>emp</td>
</tr>
<tr>
<td>Ada</td>
<td>HP</td>
</tr>
<tr>
<td>Ada</td>
<td>IBM</td>
</tr>
<tr>
<td>Bob</td>
<td>HP</td>
</tr>
</tbody>
</table>

\( \theta_3 \theta_5 = 0.3 \)

Notice that plan \( P' \) is safe, while \( P'' \) is not: the correct value of \( \mathbb{P}[q_1|\mathcal{D}] \) is 0.4024, it is not 0.48016.

In conclusion, \( \pi^p \) is guaranteed to be sound whenever we evaluate a hierarchical query. Dalvi and Suciu \([9] \) developed a well-known algorithm to identify safe plans for hierarchical queries. Other techniques, like \([7, 20, 33, 38]\), must be used to answer non-hierarchical queries, or more general classes of query (e.g., Conjunctive queries with Inequalities \([49]\) ). Note that, although our focus is on hierarchical queries in this article, our approach may be easily adapted to any scheme capable of efficiently computing marginal and conditional probabilities.
3 BETA PROBABILISTIC DATABASES

In this section we recap Beta probabilistic databases (B-PDBs) from [46]. B-PDBs are a generalization of TI-PDBs based on the idea of imposing a prior distribution over the parameters $\theta$. In the resulting model, each parameter $\theta_i$ becomes an independent random variable, whose probability density function follows a Beta distribution $\text{Beta}(a_i, b_i)$ determined by two hyper-parameters, $a_i$ and $b_i$. We use $a$ and $b$ to denote the corresponding $n$-vectors of hyper-parameters, and $H \overset{\text{def}}{=} (a, b)$ to denote a B-PDB instance (the relational structure of $H$ is assumed to be fixed and, for the sake of conciseness, it is never mentioned explicitly). Then the probability density functions are:

$$p[\theta_i|H] \overset{\text{def}}{=} \text{Be}(a_i, b_i)$$

$$p[\theta|H] \overset{\text{def}}{=} \prod_{i=1}^{n} p[\theta_i|H],$$

where $\text{Be}(a, b)$ denotes the probability density function of a Beta distribution:

$$\text{Be}(a, b) \overset{\text{def}}{=} \theta^{a-1} \cdot \bar{\theta}^{b-1} \cdot B(a, b)^{-1}$$

In terms of graphical models, one can see a B-PDB as a collection of $n$ independent Boolean variables, distributed according to $n$ independent Beta-Bernoulli compound distributions:

$$\theta_i \sim \text{Beta}(a_i, b_i) \quad x_i \sim \text{Bernoulli}(\theta_i)$$

Equations 10, 11 and 12 denote, respectively, the probability of a literal, the probability of a possible world, and the probability of a Boolean query having lineage $\varphi$. Notice that $\varphi$ may also represent the lineage of any one possible answer to a non-Boolean query. For example, if we submit a non-Boolean query $q$ consisting of three Boolean queries $[\varphi_1, \varphi_2, \varphi_3]$, the probability of observing the answer $[\top, \top, \top]$ is $P[\varphi_1, \varphi_2, \varphi_3]|H]$. Notice that the marginal probability of $x_i$ can be computed as [35]

$$P[x_i|H] = \int_{0}^{1} \theta_i \cdot \text{Be}(a_i, b_i) \ d\theta_i = \langle \theta_i \rangle_H = \frac{a_i}{a_i + b_i}$$

From Equation (13) it follows immediately that the vector $\langle \theta \rangle_H$ of expected tuple probabilities under $H$ represents the parameters of a TI-PDB that behave identically to the B-PDB $H$ when it comes to query processing. In other words, the mapping $H \rightarrow \langle \theta \rangle_H$ allows us to immediately re-use all the standard query processing techniques developed for TI-PDBs, like pRA [21], Monte Carlo
Given two queries with lineage \( \phi \) and \( \phi' \), we denote by \( \mathbb{P}[\phi|\phi', \mathcal{H}] \) the probability of observing \( \phi \) being true in a possible world of \( \mathcal{H} \) that already satisfies \( \phi' \):

\[
\mathbb{P}[\phi|\phi', \mathcal{H}] \equiv \frac{\mathbb{P}[\phi \land \phi'|\mathcal{H}]}{\mathbb{P}[\phi'|\mathcal{H}]} \tag{14}\]

We denote by \( p[\theta|\phi, \mathcal{H}] \) the posterior probability density function of \( \theta \) w.r.t. \( \phi \):

\[
p[\theta|\phi, \mathcal{H}] \equiv \frac{p[\theta, \phi|\mathcal{H}]}{\mathbb{P}[\phi|\mathcal{H}]} = \frac{\mathbb{P}[\phi|\theta] \cdot p[\theta|\mathcal{H}]}{\mathbb{P}[\phi|\mathcal{H}]} \tag{15}\]

Notice that \( \mathbb{P}[\phi|\theta] \) represents the probability of observing \( \phi \) being satisfied by a TI-PDB with parameters \( \theta \).

### 3.1 Modeling Independent Observations from \( \mathcal{H} \)

The model discussed so far assumes that query-answers are delivered in a deterministic fashion: if a user states that the answer to query \( q \) (with lineage \( \phi \)) should be \( \top \), then the posterior probability \( p[\theta|\phi, \mathcal{H}] \) is well defined. The same applies to the case when the answer is negative (\( \bot \)), and the resulting posterior is \( p[\theta|\neg \phi, \mathcal{H}] \). But what if the user states that \( q \) is true with probability 0.8? We now lay the groundwork for handling this very special case, that is of great importance in the context of maximum likelihood estimation. Before discussing the details, we just point out that some special handling is needed, as processing ten independent deterministic query-answers, say eight yeses and two noes, is not equivalent to processing ten non-deterministic answers with 0.8 bias. We propose the following solution: whenever a user states that \( q \) is true with probability 0.8 we pretend that she is reporting the results of a hidden poll with deterministic answers, where each answer is independent from the others and a fraction of 0.8 of the answers were positive. We follow a similar approach when a user delivers non-deterministic feedback about multiple queries (for example: “\( q_1 \) should be true with probability 0.32, but \( q_2 \) should be true with probability 0.88”).

In such case we assume the user is reporting the results of two independent hidden polls. The discussion that follows formalizes this simple intuition.

Given a B-PDB \( \mathcal{H} \) and a positive integer \( s \), we denote by \( \mathcal{H}^s \) the distribution obtained by replicating the model of \( \mathcal{H} \) exactly \( s \) times. In other words, \( \mathcal{H}^s \) represents the distribution of a set of \( s \) possible worlds drawn independently from \( \mathcal{H} \). Figure 4 depicts model \( \mathcal{H}^s \) using plate notation (Figure 4b), and compares it with the model induced by TI-DBs (Figure 4a). Within a model \( \mathcal{H}^s \), we denote by \( \theta_{\ell,i} \) and \( x_{\ell,i} \) the pairs of random variables associated with the \( i \)-th tuple of the \( \ell \)-th possible world. Therefore

\[
\theta_{\ell,i} \sim \text{Beta}(a_i, b_i) \quad x_{\ell,i} \sim \text{Bernoulli}(\theta_{\ell,i})
\]

We denote by \( x_{(i)} \) the \( s \)-vector \( (x_{1,i}, \ldots, x_{s,i}) \), by \( x_{(\ell, \cdot)} \) the \( n \)-vector \( (x_{\ell,1}, \ldots, x_{\ell,n}) \) and by \( x_{(\cdot, \cdot)} \) the \( s \)-by-\( n \) matrix containing the semantics of all the Boolean random variables of the model. We adopt similar conventions for defining the semantics of \( \theta_{(i, \cdot)}, \theta_{(\ell, \cdot)} \) and \( \theta_{(\cdot, \cdot)} \). Given an integer \( t \) such that \( 0 \leq t \leq s \), we denote by \( \mathbb{P}[\phi'|\mathcal{H}^s] \) the probability of observing a set of \( s \) independent possible worlds from \( \mathcal{H} \) among which \( \phi \) is satisfied exactly \( t \) times:

\[
\mathbb{P}[\phi'|\mathcal{H}^s] \equiv \sum_{t=0}^{s} \mathbb{P}[\phi|\mathcal{H}]^t \cdot \mathbb{P}[\phi|\mathcal{H}]^{s-t} \tag{16}\]
The posterior probability density of \( \theta \) w.r.t. \( \mathcal{H} \) and evidence \( \varphi \) may be rewritten as:

\[
p[\theta_{(\cdot, \cdot)}|\varphi, \mathcal{H}^s] = \frac{\mathbb{P}[\varphi_{(\cdot, \cdot)}|\theta_{(\cdot, \cdot)}] \cdot p[\theta_{(\cdot, \cdot)}|\mathcal{H}^s]}{\mathbb{P}[\varphi|\mathcal{H}^s]} = \frac{(s)}{\prod_{\ell=1}^{s} \mathbb{P}[\varphi|\theta_{(\cdot, \cdot)}] \cdot \prod_{\ell=1}^{s} \mathbb{P}[\bar{\varphi}|\theta_{(\cdot, \cdot)}] \cdot \prod_{\ell=1}^{s} p[\theta_{(\cdot, \cdot)}|\mathcal{H}^s]}
\]

Notice that the above formula generalizes Equation (15). Given a positive integer \( k \), we denote by \( \mathcal{H}^{s,k} \) the probability distribution obtained by replicating \( \mathcal{H}^s \) exactly \( k \) times. Equivalently, \( \mathcal{H}^{s,k} \) represents the distribution of a set of \( s \cdot k \) possible worlds of the database sampled independently from \( \mathcal{H} \). We extend our notation accordingly, denoting by \( x_{j,i} \) and \( \theta_{j,i} \) the random variables associated with the \((js + \ell)\)-th possible world. Recall that we previously defined evidence as a set of queries associated with responses: \( \mathcal{E} = \{(q_1, \tau_1), (q_2, \tau_2), \ldots, (q_k, \tau_k)\} \), \( s \). Observe that the set of possible tuples in \( \mathcal{D} \) is fixed, and consequently that the lineage of any query result is also fixed. Hence, we can model evidence instead by a set of \( k \) distinct Boolean expressions \( \{\varphi_1, \ldots, \varphi_k\} \), where \( \varphi_1 = \Phi(q_1) \), and \( k \) integers \( \{t_1, \ldots, t_k\} \) between \( 0 \) and \( s \), where \( t_1 = \tau_1 \cdot s \). We abuse notation and denote by \( \mathcal{E} = \{\varphi_1^{t_1}, \ldots, \varphi_k^{t_k}\} \) the event of observing each \( \varphi_j \) in \( \{\varphi_1, \ldots, \varphi_k\} \) being satisfied exactly \( t_j \) over the \( s \) possible worlds \( \{x_{j,1}, \ldots, x_{j,s}\} \). Its likelihood is

\[
\mathbb{P}[[E]|\mathcal{H}^{s,k}] = \prod_{j=1}^{k} \mathbb{P}[\varphi_j^{t_j}|\mathcal{H}^s]
\]

The posterior probability density of \( \theta_{(\cdot, \cdot)} \) w.r.t. \( \mathcal{H}^{s,k} \) and evidence \( \mathcal{E} = \{\varphi_1^{t_1}, \ldots, \varphi_k^{t_k}\} \) is

\[
p[\theta_{(\cdot, \cdot)}|\mathcal{E}, \mathcal{H}^{s,k}] = \prod_{j=1}^{k} p[\theta_{(j, \cdot)}|\varphi_j^{t_j}, \mathcal{H}^s]
\]

Due to the tight coupling of boolean queries and their lineage formulas, moving forward we will use \( \varphi \) interchangeably to refer to both.

**Example 3.1.** Let’s assume we have a B-PDB \( \mathcal{H} \) with two tuples, \( x_1 \) and \( x_2 \), and \( k = 2 \) queries with lineage: \( \varphi_1 = x_1 \land x_2 \) and \( \varphi_2 = x_1 \lor x_2 \). Then:

- The probability of \( x_1 \) (resp. \( x_2 \)) conditioned on \( \mathcal{H} \) is the expected value of its parameter
  \( \mathbb{P}[x_1|\mathcal{H}] = \langle \theta_1 \rangle_\mathcal{H} \quad \mathbb{P}[x_2|\mathcal{H}] = \langle \theta_2 \rangle_\mathcal{H} \)

- The probability of \( \varphi_1 \) (resp., \( \varphi_2 \)) based on the probability of its parameters.
  \( \mathbb{P}[\varphi_1|\mathcal{H}] = \langle \theta_1 \rangle_\mathcal{H} \cdot \langle \theta_2 \rangle_\mathcal{H} \quad \mathbb{P}[\varphi_2|\mathcal{H}] = \langle \theta_1 \rangle_\mathcal{H} \land \langle \theta_2 \rangle_\mathcal{H} \)

- \( \varphi_1 \) subsumes \( \varphi_2 \), so:
  \( \mathbb{P}[\varphi_1 \land \varphi_2|\mathcal{H}] = \langle \theta_1 \rangle_\mathcal{H} \land \langle \theta_2 \rangle_\mathcal{H} \)

- Also conditioning on \( \varphi_2 \) (unsurprisingly) means normalizing over cases where \( \varphi_2 \) is true:
  \( \mathbb{P}[\varphi_1|\varphi_2, \mathcal{H}] = \langle \theta_1 \rangle_\mathcal{H} \cdot \langle \theta_2 \rangle_\mathcal{H} \cdot \langle \theta_1 \rangle_\mathcal{H} \land \langle \theta_2 \rangle_\mathcal{H}^{-1} \)

- Evaluating \( \varphi_1 \) on exactly two samples of \( \mathcal{H} \), \( \varphi_1 \) will be true exactly once if it is true in the first sample and false in the second, or visa versa.
  \( \mathbb{P}[\varphi_1|\mathcal{H}^2] = 2 \cdot \langle \theta_1 \rangle_\mathcal{H} \cdot \langle \theta_2 \rangle_\mathcal{H} \cdot \langle \theta_1 \rangle_\mathcal{H} \land \langle \theta_2 \rangle_\mathcal{H} \)

- Evaluating \( \varphi_1 \) and \( \varphi_2 \) on two independent samples (one sample per query) creates two independent events. Note the difference from \( \mathbb{P}[\varphi_1 \land \varphi_2|\mathcal{H}] \)
  \( \mathbb{P}[\varphi_1|\mathcal{H}^1 \cdot \mathcal{H}^2] = \langle \theta_1 \rangle_\mathcal{H} \cdot \langle \theta_2 \rangle_\mathcal{H} \cdot \langle \theta_1 \rangle_\mathcal{H} \land \langle \theta_2 \rangle_\mathcal{H} \)

From Equation (13) it is straightforward to derive the following Lemma:

**Lemma 3.2.** For any arbitrary evidence \( \mathcal{E} = \{\varphi_1^{t_1}, \ldots, \varphi_k^{t_k}\} \) the likelihood function \( \mathbb{P}[\mathcal{E}|\mathcal{H}^{s,k}] \) respects the following properties:
Fig. 4. Comparison between a regular TI-PDB (a) and a B-PDB (b) when the evidence is observed against a single query $\varphi$ (hence $k = 1$), using plate notation. TI-PDBs associate each tuple $i \in [n]$ with a single Boolean, Bernoulli-distributed random variable $x_i$, whose probability mass function depends on a single parameter $\theta_i$. In contrast, B-PDBs model $\theta_i$ not as a parameter but as a random variable that is $[0, 1]$-valued and Beta-distributed with hyper-parameters $(a_i, b_i)$. In other words, B-PDBs associate each tuple with two random variables: $\theta_i$ and $x_i$. For both TI-PDBs and B-PDBs the evidence consists of observed query answers, that here are modeled by the observable variable $\varphi$.

(1) If $\mathcal{H}_a$ and $\mathcal{H}_b$ are two B-PDBs such that $\langle \theta \rangle_{\mathcal{H}_a} = \langle \theta \rangle_{\mathcal{H}_b}$ then $\mathbb{P}[\mathcal{E}|\mathcal{H}_a] = \mathbb{P}[\mathcal{E}|\mathcal{H}_b]$.

(2) Let $\mathcal{H}$ be a B-PDB and $\mathcal{D}$ a TI-PDB with parameters $\theta^*$: if $\theta^* = \langle \theta \rangle_{\mathcal{H}}$ then $\mathbb{P}[\mathcal{E}|\mathcal{H}^{s,k}] = \mathbb{P}[\mathcal{E}|\mathcal{D}^{s,k}]$, where $\mathcal{D}^{s,k}$ denotes the distribution obtained by drawing $s \cdot k$ independent samples from $\mathcal{D}$.

Since model $\mathcal{H}^{s,k}$ generalizes $\mathcal{H}$ (as $\mathcal{H} = \mathcal{H}^{1,1}$), in the following we will often use the former as a placeholder for the latter. The same applies to the associated notations $(\theta, \ldots, \varphi_i^j)$. The reader should nonetheless keep in mind that updating $\mathcal{H}^{s,k}$ once is not equivalent to updating $\mathcal{H}$ for $s \cdot k$ times.

The next two sections are dedicated to two specific operations supported by B-PDBs, that involve the computation of the posterior $p[\theta|\mathcal{E}, \mathcal{H}^{s,k}]$: belief updating and maximum likelihood estimation. We introduce their formal definition here:

**Definition 3.3 (Belief updating).** Given a B-PDB $\mathcal{H}$ and an evidence event $\mathcal{E} = \{\varphi_i^1, \ldots, \varphi_k^k\}$, belief updating is the process of identifying the B-PDB $\hat{\mathcal{H}}$ that minimizes the relative entropy between the posterior $p[\theta|\mathcal{E}, \mathcal{H}^{s,k}]$ and the new prior $p[\theta|\mathcal{H}^{s,k}]$. Belief updating is discussed in Section 4.

As we will see, new evidence can create dependencies that cannot be represented with a B-PDB. We are looking for a new B-PDB whose implied possible worlds are closest the exact posterior.

**Definition 3.4 (Maximum likelihood estimation).** Given some evidence $\mathcal{E} = \{\varphi_i^1, \ldots, \varphi_k^k\}$, maximum likelihood estimation is the problem of identifying a local maximum of the likelihood function $\mathbb{P}[\mathcal{E}|\mathcal{H}^{s,k}]$. Maximum likelihood estimation is discussed in Section 5.

Note that this likelihood is unaffected if we scale the hyper-parameter vectors $(a, b)$. That is, for any vector $\mu$ of positive reals, $\mathbb{P}[\mathcal{E}|(a, b)] = \mathbb{P}[\mathcal{E}|(\mu a^T, \mu b^T)]$. Hence the output of maximum likelihood estimation is a TI-PDB given by the probability vector $\theta$, and not the supporting hyper-parameters. Rather, the hyper-parameters fill a role analogous to temperature in simulated annealing, stabilizing probabilities as they are supported by more evidence.

### 4 BELIEF UPDATING

The goal of belief updating is to adjust the parameters $a$ and $b$ as to incorporate some new, previously unseen, evidence. Following the notation introduced in the previous section, we begin with a simple
case of belief updates where the evidence consists of a deterministic query-answer (s = 1) regarding a single boolean query (k = 1). We then parallelize this approach in two dimensions: We allow a single belief update to simultaneously learn from noisy feedback (s > 1) about multiple Boolean queries (k > 1). Specifically, if H denotes the current state of our B-PDB and if E = \{\phi_1, \ldots, \phi_k\} is the new evidence we observe, our goal is to identify a new state \(\hat{H}\) that minimizes the relative entropy between \(p[\theta_e|E,H]\) and \(p[\theta_e|H]\).

### 4.1 Simple case: s = k = 1

When s = k = 1 holds and E = \{\phi\}, \(\hat{H}\) is supposed to minimize the relative entropy between the exact posterior distribution \(p[\theta_e|\phi, H]\) and the new state of the database \(p[\theta_e|\hat{H}]\). Since every tuple of \(H\) is independent from the others, it is sufficient to minimize the relative entropy between the marginal distributions \(p[\theta_i|\phi, H]\) and \(p[\theta_i|\hat{H}]\) for each and every tuple. To accomplish this, we need to first derive the value of the integral \(p[\theta_i|\phi, H] = \int_0^1 \ldots \int_0^1 p[\theta_i|\phi, H] d\theta_1 \ldots d\theta_{i-1} d\theta_{i+1} \ldots d\theta_n\)

The following theorem does so.

**Theorem 4.1.** The marginal posterior probability of random variable \(\theta_i\), given hypothesis \(H\) and evidence \(E = \{\phi\}\), can be computed as follows:

\[
p[\theta_i|\phi, H] = \mathbb{P}[x_i|\phi, H] \cdot \mathbb{B}(a_i+1, b_i) + \mathbb{P}[\bar{x}_i|\phi, H] \cdot \mathbb{B}(a_i, b_i+1)
\]

**Proof.** The proof is given in Appendix B. □

Theorem 4.1 states that \(p[\theta_i|\phi, H]\) is a mixture of Beta distributions. It is well known that the Beta distribution is the conjugate prior of the Bernoulli distribution: if \(\theta_i \sim \text{Beta}(a_i, b_i)\) and \(x_i \sim \text{Bernoulli}(\theta_i)\) then the posterior of \(\theta_i\) is \(\mathbb{B}(a_i+1, b_i)\) when \(x_i\) is observed to be true, and \(\mathbb{B}(a_i, b_i+1)\) if \(x_i\) is observed to be false. Within a B-PDB we can exploit such property whenever we can infer the value of some random variable \(x_i\) from the evidence; this is formalized by the following Corollary:

**Corollary 4.2.** In a B-PDB \(H\) the marginal posterior of \(\theta_i\) respects the following property:

\[
p[\theta_i|\phi, H] = \begin{cases} 
\mathbb{B}(a_i+1, b_i) & \text{if and only if } \phi \models x_i \\
\mathbb{B}(a_i, b_i+1) & \text{if and only if } \phi \models \bar{x}_i 
\end{cases}
\]

Theorem 4.1 suggests a very intuitive interpretation of the marginal posterior \(p[\theta_i|\phi, H]\): it can be seen as a random process in which we first make a guess about the value taken by \(x_i\) in the evidence and then we select the appropriate conjugate prior. Notice that the complexity of computing \(p[\theta_i|\phi, H]\) depends on the complexity of computing conditional probabilities in the form \(\mathbb{P}[x_i|\phi, H]\). This problem is discussed extensively in Section 6; for the moment we just observe that it is \(\#P\)-hard in the general case.

Now that we know how to compute the marginal posterior \(p[\theta_i|\phi, H]\), we can move our attention to the problem of computing an update \(H \rightarrow \hat{H}\) that minimizes the relative entropy between \(p[\theta_i|\phi, H]\) and the i-th prior \(p[\theta_i|H]\) \(\hat{H}\)-wise \(\mathbb{B}(\hat{a}_i, \hat{b}_i)\). We denote such measure, also known as Kullback-Leibler divergence, with \(KL_{div}\)

\[
KL_{div}^i = \int_0^1 p[\theta_i|\phi, H] \cdot \ln \left( \frac{p[\theta_i|\phi, H]}{p[\theta_i|\hat{H}]} \right) d\theta_i
\]

Notice that \(p[\theta_i|\hat{H}]\) belongs to the exponential family, and its sufficient statistics are \(\ln \theta_i\) and \(\ln \bar{\theta}_i\). Therefore, if we want to minimize the relative entropy \(KL_{div}\) we have to choose \((\hat{a}_i, \hat{b}_i)\) so that...
the expected value of \((\ln \theta_i, \ln \bar{\theta}_i)\) w.r.t. \(P[\theta_i|\mathcal{H}]\) matches the expected value of the same statistics computed w.r.t. probability mass function \(p[\theta_i|\varphi, \mathcal{H}]\). This well-known \cite{31} criterion is formalized in the following definition and justified in Prop. 4.4:

**Definition 4.3.** We denote by \(bfit(a_i, b_i, \varphi)\) the pair of parameters \((\hat{a}_i, \hat{b}_i)\) satisfying the following two equations:

\[
\begin{cases}
\int_0^1 B e(\hat{a}_i, \hat{b}_i) \ln \theta_i \, d\theta_i = \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \ln \theta_i \, d\theta_i \\
\int_0^1 B e(\hat{a}_i, \hat{b}_i) \ln \bar{\theta}_i \, d\theta_i = \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \ln \bar{\theta}_i \, d\theta_i
\end{cases}
\]

or, in terms of expectations:

\[
\begin{align*}
\langle \ln \theta_i \rangle_{BE(\hat{a}_i, \hat{b}_i)} &= \langle \ln \theta_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]} \\
\langle \ln \bar{\theta}_i \rangle_{BE(\hat{a}_i, \hat{b}_i)} &= \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\end{align*}
\]

**Proposition 4.4.** When \((\hat{a}_i, \hat{b}_i) = (\hat{a}_i^*, \hat{b}_i^*) = bfit(a_i, b_i, \varphi)\), the relative entropy between the posterior \(p[\theta_i|\varphi, \mathcal{H}]\) and the Beta distribution \(p[\theta_i|\hat{\mathcal{H}}]\) is minimized.

**Proof.** The relative entropy between \(p[\theta_i|\varphi, \mathcal{H}]\) and \(p[\theta_i|\hat{\mathcal{H}}]\) can be expressed as follows:

\[
\begin{align*}
KL^{\text{div}}_{\theta_i} &= \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \cdot \ln \left( \frac{p[\theta_i|\varphi, \mathcal{H}]}{p[\theta_i|\hat{\mathcal{H}}]} \right) \, d\theta_i \\
&= h[p[\theta_i|\varphi, \mathcal{H}]] - \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \cdot \ln \left( p[\theta_i|\hat{\mathcal{H}}] \right) \, d\theta_i \\
&= h[p[\theta_i|\varphi, \mathcal{H}]] + \ln(B(\hat{a}_i, \hat{b}_i)) - \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \cdot \ln \left( \hat{a}_i^{-1} \cdot \hat{b}_i^{-1} \right) \, d\theta_i \\
&= h[p[\theta_i|\varphi, \mathcal{H}]] + \ln(B(\hat{a}_i, \hat{b}_i)) - \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \cdot (\hat{a}_i - 1) \cdot \ln \theta_i \, d\theta_i \\
&\quad - \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \cdot (\hat{b}_i - 1) \cdot \ln \bar{\theta}_i \, d\theta_i \\
&= h[p[\theta_i|\varphi, \mathcal{H}]] + \ln(B(\hat{a}_i, \hat{b}_i)) - \langle \ln \theta_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]} - (\hat{b}_i - 1) \cdot \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\end{align*}
\]

The gradient of \(KL^{\text{div}}_{\theta_i}\) w.r.t. \((\hat{a}_i, \hat{b}_i)\) is:

\[
\nabla KL^{\text{div}}_{\theta_i} = \begin{bmatrix}
\frac{\partial KL^{\text{div}}_{\theta_i}}{\partial \hat{a}_i} \\
\frac{\partial KL^{\text{div}}_{\theta_i}}{\partial \hat{b}_i}
\end{bmatrix} = \begin{bmatrix}
\left[ \frac{\partial B(\hat{a}_i, \hat{b}_i)}{\partial \hat{a}_i} \right] \cdot B(\hat{a}_i, \hat{b}_i)^{-1} - \langle \ln \theta_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\\
\left[ \frac{\partial B(\hat{a}_i, \hat{b}_i)}{\partial \hat{b}_i} \right] \cdot B(\hat{a}_i, \hat{b}_i)^{-1} - \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
[\psi(\hat{a}_i) - \psi(\hat{a}_i + \hat{b}_i)] - \langle \ln \theta_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\\
[\psi(\hat{b}_i) - \psi(\hat{a}_i + \hat{b}_i)] - \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
\langle \ln \theta_i \rangle_{p[\theta_i|\hat{\mathcal{H}}]} - \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\\
\langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\hat{\mathcal{H}}]} - \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]}
\end{bmatrix}
\]

\[\text{A similar, more general result is proved in} \ [31] \text{for all the distributions in the exponential family.}\]
The Hessian of $\text{KL}^\text{div}_i$ w.r.t. $(\hat{a}_i, \hat{b}_i)$ is positive semidefinite:

$$\text{Hess}[\text{KL}^\text{div}_i] = \nabla \nabla \text{KL}^\text{div}_i \begin{bmatrix} \psi'(\hat{a}_i) - \psi'(\hat{a}_i + \hat{b}_i) & -\psi'(\hat{a}_i + \hat{b}_i) \\ -\psi'(\hat{a}_i + \hat{b}_i) & \psi'(\hat{b}_i) - \psi'(\hat{a}_i + \hat{b}_i) \end{bmatrix}$$

Where $\psi'(\cdot)$ denotes the Trigamma function. The thesis follows immediately. 

Finally, we observe that the relative entropy between $p[\theta|\varphi, \mathcal{H}]$ and $p[\theta|\hat{\mathcal{H}}]$, that we denote with $\text{KL}^\text{div}$, is minimized when $\hat{\mathcal{H}} = \arg\min \sum_{i=1}^n \text{KL}^\text{div}_i$:

$$\text{KL}^\text{div} = \int p[\theta|\varphi, \mathcal{H}] \cdot \ln \left( \frac{p[\theta|\varphi, \mathcal{H}]}{p[\theta|\hat{\mathcal{H}}]} \right) d\theta$$

$$= h[p[\theta|\varphi, \mathcal{H}]] - \int p[\theta|\varphi, \mathcal{H}] \cdot \ln \left( \frac{p[\theta|\hat{\mathcal{H}}]}{p[\theta|\hat{\mathcal{H}}]} \right) d\theta$$

$$= h[p[\theta|\varphi, \mathcal{H}]] - \sum_{i=1}^n \int p[\theta|\varphi, \mathcal{H}] \cdot \ln \left( \frac{p[\theta_i|\hat{\mathcal{H}}]}{p[\theta_i|\hat{\mathcal{H}}]} \right) d\theta_i$$

$$= h[p[\theta|\varphi, \mathcal{H}]] - \sum_{i=1}^n \int_0^1 p[\theta_i|\varphi, \mathcal{H}] \cdot \ln \left( \frac{p[\theta_i|\hat{\mathcal{H}}]}{p[\theta_i|\hat{\mathcal{H}}]} \right) d\theta_i$$

4.2 Intermediate case: $k = 1, s > 1$

Next we address the case where $k = 1, s > 1$ and $E = \{ \varphi^t \}$. Under these assumptions the goal of belief updating is to minimize the KL divergence between $p[\theta_{i,\cdot}|\varphi^t, \mathcal{H}^s]$ and $p[\theta_{i,\cdot}|\hat{\mathcal{H}}^s]$. Since the tuples of $\mathcal{H}$ are pairwise independent, it is sufficient to minimize the relative entropy between $p[\theta_{i,\cdot,1}|\varphi^t, \mathcal{H}^s]$ and $p[\theta_{i,\cdot,1}|\hat{\mathcal{H}}^s]$ for every $i$ in $\{1, \ldots, n\}$. As usual $\theta_{i,\cdot,1}$ denotes the vector $(\theta_{i,1}, \ldots, \theta_{i,s})$. Its probability density w.r.t. $\hat{\mathcal{H}}^s$ is

$$p[\theta_{i,\cdot,1}|\hat{\mathcal{H}}^s] = \prod_{\ell=1}^s p[\theta_{\ell,1}|\hat{\mathcal{H}}]$$

while its posterior density w.r.t. $\mathcal{H}^s$ and evidence $\{\varphi^t\}$ is

$$p[\theta_{i,\cdot,1}|\varphi^t, \mathcal{H}^s] = \prod_{\ell=1}^t p[\theta_{\ell,1}|\varphi, \mathcal{H}] \cdot \prod_{\ell=t+1}^s p[\theta_{\ell,1}|\varphi, \mathcal{H}]$$

where $p[\theta_{\ell,1}|\varphi, \mathcal{H}]$ and $p[\theta_{\ell,1}|\varphi, \mathcal{H}]$ are computed according to Theorem 4.1. We now redefine $\text{KL}^\text{div}_i$ as the relative entropy between $p[\theta_{i,\cdot,1}|\varphi^t, \mathcal{H}^s]$ and $p[\theta_{i,\cdot,1}|\hat{\mathcal{H}}^s]$:

$$\text{KL}^\text{div}_i = \int_0^1 \int_0^1 p[\theta_{i,\cdot,1}|\varphi^t, \mathcal{H}^s] \ln \left( \frac{p[\theta_{i,\cdot,1}|\varphi^t, \mathcal{H}^s]}{p[\theta_{i,\cdot,1}|\hat{\mathcal{H}}^s]} \right) d\theta_{i,\cdot,1}$$

Definition 4.5. We denote by $bfit(a_i, b_i, \{\varphi^t\}, s)$ the pair of parameters $(\hat{a}_i^*, \hat{b}_i^*)$ satisfying the following two equations:

$$\langle \ln \theta_i \rangle_{Bfit(\hat{a}_i^*, \hat{b}_i^*)} = \frac{s}{s-1} \left( \langle \ln \theta_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]} + \frac{s-1}{s} \langle \ln \theta_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]} \right)$$

$$\langle \ln \bar{\theta}_i \rangle_{Bfit(\hat{a}_i^*, \hat{b}_i^*)} = \frac{s}{s-1} \left( \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]} + \frac{s-1}{s} \langle \ln \bar{\theta}_i \rangle_{p[\theta_i|\varphi, \mathcal{H}]} \right)$$

Proposition 4.6. When $(\hat{a}_i, \hat{b}_i) = (a_i, b_i)$, $bfit(a_i, b_i, \{\varphi^t\}, s)$, the relative entropy between $p[\theta_{i,\cdot,1}|\varphi^t, \mathcal{H}^s]$ and $p[\theta_{i,\cdot,1}|\hat{\mathcal{H}}^s]$ is minimized.
Proof.

\[ \text{KL}^{\text{div}}_i = \int_0^1 \ldots \int_0^1 p[\theta_{i-1, i}] \ln \left( \frac{p[\theta_{i-1, i} \mid \psi, \mathcal{H}]}{p[\theta_{i-1, i} \mid \mathcal{H}]} \right) d\theta_{i-1, i} \]

\[ = \sum_{\ell = 1}^t \left[ \int_0^1 p[\theta_{\ell, i} \mid \psi, \mathcal{H}] \ln \left( \frac{p[\theta_{\ell, i} \mid \psi, \mathcal{H}]}{p[\theta_{\ell, i} \mid \mathcal{H}]} \right) d\theta_{\ell, i} \right] 
\]

\[ + \sum_{\ell = t+1}^s \left[ \int_0^1 p[\theta_{\ell, i} \mid \psi, \mathcal{H}] \ln \left( \frac{p[\theta_{\ell, i} \mid \psi, \mathcal{H}]}{p[\theta_{\ell, i} \mid \mathcal{H}]} \right) d\theta_{\ell, i} \right] \]

\[ = h \left[ p[\theta_{i-1, i} \mid \psi, \mathcal{H}^s] \right] + s \cdot \ln(B(\hat{a}_i, \hat{b}_i)) 
\]

\[ - (\hat{a}_i - 1) \cdot \left[ t \cdot (\ln \theta_i)_{p[\theta_i \mid \psi, \mathcal{H}]} + (s - t) (\ln \theta_i)_{p[\theta_i \mid \psi, \mathcal{H}]} \right] 
\]

\[ - (\hat{b}_i - 1) \cdot \left[ t \cdot (\ln \bar{\theta}_i)_{p[\theta_i \mid \psi, \mathcal{H}]} + (s - t) (\ln \bar{\theta}_i)_{p[\theta_i \mid \psi, \mathcal{H}]} \right] \]

The gradient \( \nabla \text{KL}^{\text{div}}_i \) is zero when

\[ \langle \ln \theta_i \rangle_{p[\theta_i \mid \mathcal{H}]} = \frac{\ell}{s} \langle \ln \theta_i \rangle_{p[\theta_i \mid \psi, \mathcal{H}]} + \frac{s - \ell}{s} \langle \ln \theta_i \rangle_{p[\theta_i \mid \psi, \mathcal{H}]} \]

\[ \langle \ln \bar{\theta}_i \rangle_{p[\theta_i \mid \mathcal{H}]} = \frac{\ell}{s} \langle \ln \bar{\theta}_i \rangle_{p[\theta_i \mid \psi, \mathcal{H}]} + \frac{s - \ell}{s} \langle \ln \bar{\theta}_i \rangle_{p[\theta_i \mid \psi, \mathcal{H}]} \]

\[ \square \]

4.3 General case: \( k > 1, s > 1 \)

We can finally address the general case where \( k > 1, s > 1 \) and \( \mathcal{E} = \{ \psi_1, \ldots, \psi_k \} \). Under these assumptions the goal of belief updating is to minimize the KL divergence between \( p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}] \) and \( p[\theta_{i-1, i} \mid \mathcal{H}^{s, k}] \), and is achieved by minimizing the KL divergence between \( p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}] \) and \( p[\theta_{i-1, i} \mid \mathcal{H}^{s, k}] \), for every \( i \) in \( \{1, \ldots, n\} \), where

\[ p[\theta_{i-1, i} \mid \mathcal{H}^{s, k}] = \prod_{j=1}^k p[\theta_{i-1, i} \mid \psi_j, \mathcal{H}^s] \]

\[ p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}] = \prod_{j=1}^k p[\theta_{i-1, i} \mid \psi_j, \mathcal{H}^s] \]

Therefore, we can redefine \( \text{KL}^{\text{div}}_i \) as the relative entropy between \( p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}] \) and \( p[\theta_{i-1, i} \mid \mathcal{H}^{s, k}] \):

\[ \text{KL}^{\text{div}}_i = \int_0^1 \ldots \int_0^1 p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}] \ln \left( \frac{p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}]}{p[\theta_{i-1, i} \mid \mathcal{H}^{s, k}]} \right) d\theta_{i-1, i} \]

**Definition 4.7.** We denote by bfit\( (a_i, b_i, \mathcal{E}, s, k) \) the pair of parameters \( (\hat{a}_i, \hat{b}_i) \) satisfying the following two equations:

\[ \langle \ln \theta_i \rangle_{\mathcal{H}^i} = \sum_j \frac{\ell}{s} (\ln \theta_i)_{p[\theta_i \mid \psi_j, \mathcal{H}]} + \frac{s - \ell}{s} (\ln \theta_i)_{p[\theta_i \mid \mathcal{H}]} \]

\[ \langle \ln \bar{\theta}_i \rangle_{\mathcal{H}^i} = \sum_j \frac{\ell}{s} (\ln \bar{\theta}_i)_{p[\theta_i \mid \psi_j, \mathcal{H}]} + \frac{s - \ell}{s} (\ln \bar{\theta}_i)_{p[\theta_i \mid \mathcal{H}]} \]

**Proposition 4.8.** When \( (\hat{a}_i, \hat{b}_i) = \text{bfit}(a_i, b_i, \mathcal{E}, s, k) \) the relative entropy between \( p[\theta_{i-1, i} \mid \mathcal{E}, \mathcal{H}^{s, k}] \) and \( p[\theta_{i-1, i} \mid \mathcal{H}^{s, k}] \) is minimized.
The proof of Prop. 4.8 mimics the one of Prop. 4.6. For the sake of conciseness we omit it. Before introducing our belief update algorithm, we observe that the equations from Definition 4.7 can be rewritten as follows:

\[
\begin{align*}
\left[\psi(\hat{a}_i^*) - \psi(\hat{a}_i^* + \hat{b}_i^*)\right] - \left[\psi(a_i) - \psi(a_i + b_i)\right] &= \frac{r}{a_i} - \frac{1}{a_i + b_i} \\
\left[\psi(\hat{b}_i^*) - \psi(\hat{a}_i^* + \hat{b}_i^*)\right] - \left[\psi(b_i) - \psi(a_i + b_i)\right] &= \frac{r}{b_i} - \frac{1}{a_i + b_i}
\end{align*}
\]

(24)

where \( r = \frac{1}{k} \sum_{j=1}^{k} \left[ s \mathbb{P}[x_i|\varphi_j, \mathcal{H}] + \frac{s - t_j}{s} \mathbb{P}[x_i|\bar{\varphi}_j, \mathcal{H}] \right] \) and \( \psi(\cdot) \) denotes the Digamma function. Notice that \( r \) is simply the evidence-conditioned probability of literal \( x_i \) averaged over \( s \cdot k \) evidence samples. From now on we denote by \( \text{bu}(a_i, b_i, r) \) a procedure that computes the values \( (\hat{a}_i^*, \hat{b}_i^*) \) that satisfy Equation (24) for a given hypothesis \( \mathcal{H}^{s,k} \) and evidence \( E \). We finally introduce Algorithm 1, that exploits Prop. 4.4, 4.6 and 4.8 to perform a belief update in response to arbitrary evidence \( E \). Notice that Algorithm 1 shows how to perform belief updates for three different, semantically distinct models: \( \mathcal{H}, \mathcal{H}^s \) and \( \mathcal{H}^{s,k} \). Choosing one model over the others means choosing a specific way to model the evidence, as either a query-answer (\( \mathcal{H} \)), a query-marginal (\( \mathcal{H}^s \)) or a set of queries with marginal probabilities (\( \mathcal{H}^{s,k} \)). Interestingly, Algorithm 1 allows us to update a B-PDB in an incremental fashion: if the evidence is provided as a stream of query-answers, dynamically changing over time, a B-PDB can incorporate such information by performing a new belief update every time a new chunk of evidence becomes available. The idea of performing repeated Bayesian updates is discussed in detail in the next section.

---

**Algorithm 1: Belief Update**

**Data:** Model \( \mathcal{H} \), evidence \( E = \{a_1^{(i)}, \ldots, a_k^{(i)}\} \)

1. for \( j \in \{1, \ldots, k\} \) do
2. \hspace{1em} \( \tau_j \leftarrow t_j/s \);
3. for \( i \in \{1, \ldots, n\} \) do
4. \hspace{2em} \( r_i \leftarrow \sum_{j=1}^{k} \frac{1}{k} (r_j \mathbb{P}[x_i|\varphi_j, \mathcal{H}] + \frac{s - t_j}{s} \mathbb{P}[x_i|\bar{\varphi}_j, \mathcal{H}]) \)
5. \hspace{2em} \( (\hat{a}_i^*, \hat{b}_i^*) \leftarrow \text{bu}(a_i, b_i, r_i) \)
6. for \( i \in \{1, \ldots, n\} \) do
7. \hspace{2em} \( a_i \leftarrow \hat{a}_i^* \)
8. \hspace{2em} \( b_i \leftarrow \hat{b}_i^* \)

---

**5 PARAMETER LEARNING (MLE)**

In this section we show how to exploit our belief update procedures to identify a local maximum of the likelihood function \( \mathbb{P}[E|\mathcal{H}^{s,k}] \). Our approach relies on the simple observation that a belief update triggered by evidence \( E \) can only increase the likelihood of observing \( E \) again; it is immediate to derive a soft-EM [12, 30] algorithm that performs repeated belief updates until convergence.

First we introduce the concept of posterior predictive distribution. Let’s assume we have observed evidence \( E \) and devised the corresponding posterior distribution \( p[\theta_{(\cdot, \cdot)}|E, \mathcal{H}^{s,k}] \). Rather than deriving a new hypothesis \( \mathcal{H} \) that minimizes the KL divergence against it, we instead use the posterior itself to compute the probability of observing some new evidence \( E' \) in the future. Such probability is given by

\[
\int_{0}^{1} \int_{0}^{1} \mathbb{P}[E'|\theta_{(\cdot, \cdot)}] \cdot p[\theta_{(\cdot, \cdot)}|E, \mathcal{H}^{s,k}] \, d\theta_{(\cdot, \cdot)}
\]

(25)
In the literature the resulting distribution is called posterior predictive. Our next goal is to show that the posterior predictive assigns to the event of observing $\mathcal{E}$ (again) a probability that is larger or equal to the one assigned by the original hypothesis $\mathcal{H}$. In other words, we want to prove the following proposition

**Proposition 5.1.** For every evidence $\mathcal{E}$ and model $\mathcal{H}^{s,k}$ the following holds

$$
\int_{0}^{1} \ldots \int_{0}^{1} \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \cdot p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}] \, d\theta_{(\cdot,\cdot)} \geq \mathbb{P}[\mathcal{E} | \mathcal{H}^{s,k}] \quad (26)
$$

**Proof.** The inequality in eq. (26) can be rewritten as

$$
\int_{0}^{1} \ldots \int_{0}^{1} \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \cdot \frac{p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}]}{\mathbb{P}[\mathcal{E} | \mathcal{H}^{s,k}]} \, d\theta_{(\cdot,\cdot)} \geq \mathbb{P}[\mathcal{E} | \mathcal{H}^{s,k}] \quad (27)
$$

Since $\mathbb{P}[\mathcal{E} | \mathcal{H}^{s,k}]$ is positive

$$
\int_{0}^{1} \ldots \int_{0}^{1} \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \cdot p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \, d\theta_{(\cdot,\cdot)} \geq \left[ \mathbb{P}[\mathcal{E} | \mathcal{H}^{s,k}] \right]^2 \quad (28)
$$

The same can be expressed in terms of expectations

$$
\langle \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \rangle_{p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}]} \geq \left[ \langle \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \rangle_{p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}]} \right]^2 \quad (29)
$$

The thesis is proved by making two observations:

$$
\left( \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \right)_{p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}]} \geq \int_{0}^{1} \ldots \int_{0}^{1} \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \cdot p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \, d\theta_{(\cdot,\cdot)} \quad (30)
$$

$$
\left( \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \right)_{p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}]} \leq \int_{0}^{1} \ldots \int_{0}^{1} \mathbb{P}[\mathcal{E} | \theta_{(\cdot,\cdot)}] \cdot p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \, d\theta_{(\cdot,\cdot)} \quad (31)
$$

The first inequality holds because $p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \in (0,1]$, the second follows from the Cauchy-Bunyakovsky-Schwarz inequality. \hfill \Box

Prop. 5.1 shows that the posterior predictive distribution is always biased towards the observed evidence $\mathcal{E}$. We now move our attention to the belief update $\mathcal{H} \rightarrow \mathcal{H}^{*}$ and show how it relates to the posterior predictive. As usual, $\mathcal{H}^{*}$ denotes the value of $\mathcal{H}$ that minimize the following measure:

$$
\text{KL}^{\text{div}} = \int_{0}^{1} \ldots \int_{0}^{1} p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}] \ln \left[ \frac{p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}]}{p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}]} \right] \, d\theta_{(\cdot,\cdot)}
$$

$$
= h \left[ p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}] \right] - \int_{0}^{1} \ldots \int_{0}^{1} p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}] \ln p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \, d\theta_{(\cdot,\cdot)}
$$

$$
= h \left[ p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}] \right] - \langle \ln p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \rangle_{p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}]} \quad (32)
$$

It is easy to conclude that

$$
\hat{\mathcal{H}}^{*} = \arg\min_{\mathcal{H}} \text{KL}^{\text{div}} = \arg\max_{\mathcal{H}} \langle \ln p[\theta_{(\cdot,\cdot)} | \mathcal{H}^{s,k}] \rangle_{p[\theta_{(\cdot,\cdot)} | \mathcal{E}, \mathcal{H}^{s,k}]} \quad (32)
$$

In other words, $\hat{\mathcal{H}}^{*}$ is a maximum likelihood estimator for the posterior predictive distribution, which in turn is biased towards the evidence $\mathcal{E}$ that triggered the update $\mathcal{H} \rightarrow \mathcal{H}^{*}$. Therefore, we can devise an EM algorithm by simply repeating multiple belief updates until convergence. The above conclusion, together with the considerations from [47], can be used to justify several variants of the EM algorithm. In the following we provide the pseudo-code of the classic, fully
Bayesian, soft-EM (here named Algorithm 2). Intuitively, the “E-step” consists of the computation of the posterior \( p[\theta | r_k | E, \mathcal{H}^s, k] \), while the “M-step” consists of the belief update \( \mathcal{H} \rightarrow \mathcal{H}^r \).

**Algorithm 2: Greedy-MLE**

\[
\text{Data: Model } \mathcal{H}, \text{ evidence } E = \{ \varphi_1^i, \ldots, \varphi_k^j \}
\]

1. for \( j \in \{1, \ldots, k\} \) do
2. \hspace{1em} \( \tau_j \leftarrow t_j / s; \)
3. repeat
4. \hspace{1em} for \( i \in \{1, \ldots, n\} \) do
5. \hspace{2em} \( r_i \leftarrow \sum_{j=1}^{k} \frac{1}{\tau_j} \mathbb{P}[x_i | \varphi_j, \mathcal{H}] + \frac{\tau_j}{\overline{\mathbb{P}}[x_i | \overline{\varphi}_j, \mathcal{H}]] \]
6. \hspace{2em} \( \overline{a}_i, \overline{b}_i \leftarrow \text{bu}(a_i, b_i, r_i) \)
7. \hspace{1em} for \( i \in \{1, \ldots, n\} \) do
8. \hspace{2em} \( a_i \leftarrow \overline{a}_i \)
9. \hspace{2em} \( b_i \leftarrow \overline{b}_i \)
10. until convergence;

**Example 5.2 (continued).** Let’s assume we are given a B-PDB with two tuples, \( x_1 \) and \( x_2 \), and \( k = 2 \) queries: \( \varphi_1 = x_1 \land x_2 \) and \( \varphi_2 = x_1 \lor x_2 \). The initial state of the database, \( \mathcal{H}_0 \), is

\[
a_1 = 1 \quad a_2 = 1 \quad b_1 = 3 \quad b_2 = 3
\]

Query \( \varphi_1 \) is observed to be satisfied \( t_1 = 32 \) times over \( s = 100 \) samples, while \( \varphi_2 \) is observed to be true \( t_2 = 88 \) times. Hence \( E = \{ \varphi_1^0, \varphi_2^0 \} \), and the target marginal probabilities for \( \varphi_1 \) and \( \varphi_2 \) are, respectively, \( \tau_1 = 0.32 \) and \( \tau_2 = 0.88 \). Given an arbitrary B-PDB \( \mathcal{H} \), the likelihood of observing \( E \) being generated by \( \mathcal{H} \) is \( \mathbb{P}[E | \mathcal{H}^{100, 2}] = \frac{100}{32} \mathbb{P}[\varphi_1 | \mathcal{H}]^{32} \mathbb{P}[\overline{\varphi}_1 | \mathcal{H}]^{68} \cdot \left( \frac{100}{88} \right) \mathbb{P}[\varphi_2 | \mathcal{H}]^{88} \mathbb{P}[\overline{\varphi}_2 | \mathcal{H}]^{12} \)

The likelihood is maximized when \( \mathbb{P}[\varphi_1 | \mathcal{H}] = \tau_1 \) and \( \mathbb{P}[\varphi_2 | \mathcal{H}] = \tau_2 \). There are two values of \( \theta \) that satisfy these conditions: either \( \theta = (0.8, 0.4) \), or \( \theta = (0.4, 0.8) \). Figure 5 shows how Algorithm 2 converges to one of the optimal values for \( \theta \): the green dots represent the state of the database (in terms of \( \langle \theta_1 \rangle_\mathcal{H} \) and \( \langle \theta_2 \rangle_\mathcal{H} \) after each iteration of the cycle at lines 3-10. The starting point is \( \langle \theta \rangle_\mathcal{H} = (0.25, 0.25) \).

It is important to notice that, for the sake of performing MLE, we are not strictly required to process the whole available evidence in every iteration of lines 3-10. Under reasonable assumptions, it is safe to modify Algorithm 2 so that, at each iteration, only a small portion of the evidence is processed, as long as we ensure that, in the long term, each portion is processed with uniform frequency and, as a consequence, it is equally represented. For example, we could modify Algorithm 2 so to process one query at-a-time (and use the update rule from Definition 4.5) or to process one sample at-a-time (and use the update rule from Definition 4.3). The query/sample to be processed next could be chosen with a deterministic policy (for example: round-robin) or with a randomized one (for example: uniform sampling). While all these variants will result into a sound greedy MLE algorithm, they are not semantically equivalent from the point of view of belief updates. To understand why, consider the following observation: performing a single BU step on model \( \mathcal{H}^2 \) for evidence \( \{ \varphi \} \) will not have necessarily the same outcome as performing a sequence of two distinct BU steps on model \( \mathcal{H} \), one with evidence \( \{ \varphi \} \) and the other with evidence \( \{ \overline{\varphi} \} \). As shown in Figure 5 the likelihood function may have several local maximums and even several global ones.
In the general case Algorithm 2, and its variations discussed above, will only converge to a local optimum.

6 COMPUTING CONDITIONAL PROBABILITIES

Computing conditional probabilities in the form $\mathbb{P}[x_i|\phi_j, \mathcal{H}]$ is a central requirement for both Algorithm 1 and Algorithm 2. As discussed in Section 3, $\mathbb{P}[x_i|\phi_j, \mathcal{H}]$ denotes the probability of observing tuple $x_i$ being present in a possible world sampled from $\mathcal{H}$ that satisfies $\phi_j$. In this Section we study the computational complexity of deriving such probabilities.

**Theorem 6.1.** Let $\phi_j$ represent the lineage of a Boolean conjunctive query, and $x_i$ be one of its literals. In general, computing the conditional probabilities $\mathbb{P}[x_i|\phi_j, \mathcal{H}]$ (or $\mathbb{P}[x_i|\neg\phi_j, \mathcal{H}]$) is #P-hard but it is in PTIME when $\phi_j$ is read-once.

**Proof.** By Turing reduction. First we prove that computing $\mathbb{P}[x_i|\phi_j, \mathcal{H}]$ takes polynomial time in the size of $\mathcal{D}$ when $\phi_j$ is read-once. We start by observing that

$$\mathbb{P}[x_i|\phi_j, \mathcal{H}] = \mathbb{P}[\phi_j|x_i, \mathcal{H}] \cdot \mathbb{P}[x_i|\mathcal{H}] / \mathbb{P}[\phi_j|\mathcal{H}] \tag{33}$$

Notice that $\mathbb{P}[\phi_j|x_i, \mathcal{H}]$ represents the marginal probability of the formula obtained by replacing $x_i$ with $\top$ in $\phi_j$. We denote by $(\phi_j|x_i)$ such formula, therefore $\mathbb{P}[(\phi_j|x_i)|\mathcal{H}] = \mathbb{P}[\phi_j|x_i, \mathcal{H}]$. If $\phi_j$ is read-once then so is $(\phi_j|x_i)$, therefore computing the right-hand side of Equation (33) takes polynomial time. We now analyze the worst-case complexity of computing $\mathbb{P}[x_i|\phi_j, \mathcal{H}]$: let $\phi_j$ be a non-read-once expression, and $\{x_1, \ldots, x_n\}$ the literals appearing in it; we want to reduce the problem of computing $\mathbb{P}[\phi_j|\mathcal{H}]$ to the problem of computing conditional probabilities in the form $\mathbb{P}[x|\phi, \mathcal{H}]$. From Equation (33), it is immediate to obtain

$$\mathbb{P}[\phi_j|\mathcal{H}] = \mathbb{P}[x_1|\mathcal{H}] \cdot \mathbb{P}[(\phi_j|x_1)|\mathcal{H}] / \mathbb{P}[x_1|\phi_j, \mathcal{H}] \tag{34}$$

Since Equation (34) holds for any literal in $\{x_1, \ldots, x_n\}$, we can apply it $n - 1$ times and obtain:

$$\mathbb{P}[\phi_j|\mathcal{H}] = \frac{\mathbb{P}[x_1|\mathcal{H}]}{\mathbb{P}[x_1|\phi_j, \mathcal{H}]} \cdot \frac{\mathbb{P}[x_2|\phi_j|x_1, \mathcal{H}]}{\mathbb{P}[x_2|\phi_j, \mathcal{H}]} \cdot \cdots \frac{\mathbb{P}[x_{n-1}|\phi_j|x_1, \ldots, x_{n-2}, \mathcal{H}]}{\mathbb{P}[x_{n-1}|\phi_j, \mathcal{H}]} \cdot \mathbb{P}[(\phi_j|x_1, \ldots, x_{n-1})|\mathcal{H}]$$
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Notice that the last factor consists of the probability of a read-once Boolean formula, as the expression $(\varphi_j)_{|x_1, \ldots, x_{n_j}}$ depends only on the literal $x_a$. Therefore, if we have an oracle able to compute conditional probabilities in the form $\mathbb{P}[x|\varphi, \mathcal{H}]$, we can compute $\mathbb{P}[\varphi_j|\mathcal{H}]$ in polynomial time, by making $(n - 1)$ calls\footnote{A similar conclusion can be drawn from the work of Kanagal et al.\cite{36} by noticing that the sensitivity $\frac{\partial \mathbb{P}[\varphi_j]}{\partial \theta}$ can be computed as the difference $\mathbb{P}[\varphi_j|x_1] - \mathbb{P}[\varphi_j|x_7]$.}.

From Lemma 2.3 and Theorem 6.1 it follows immediately that computing a single Bayesian update, to incorporate the answer to a hierarchical query, takes polynomial time in the data-size. We point out that Bayesian updating is not restricted to hierarchical queries: if $\varphi_j$ is not read-once it is always possible to approximate $\mathbb{P}[x_j|\varphi_j, \mathcal{H}]$ with standard inference techniques. In the next Section we adapt the well-known algorithm by Dalvi and Suciu\cite{9} to the goal of computing Bayesian updates extensionally, by means of “CP-plans”.

### 6.1 CP-plans: Extensional Evaluation of $\mathbb{P}[x_1|\varphi_j, \mathcal{H}]$ for Hierarchical Queries

Let $q = [\varphi_1, \ldots, \varphi_k]$ be a non-Boolean hierarchical query. Our goal is to compute $\mathbb{P}[x_j|\varphi_j, \mathcal{H}]$ for every Boolean query $\varphi_j$ in $\{\varphi_1, \ldots, \varphi_k\}$ and every literal $x_i$ appearing in $\varphi_j$. We first show how to compute $\mathbb{P}[\varphi_j|\mathcal{H}]$ and $\mathbb{P}[\varphi_j|x_i, \mathcal{H}]$ for every $\varphi_j$ and $x_i$, extensionally. Once $\mathbb{P}[\varphi_j|\mathcal{H}]$ and $\mathbb{P}[\varphi_j|x_i, \mathcal{H}]$ are known, it is immediate to obtain $\mathbb{P}[x_j|\varphi_j, \mathcal{H}]$ by Equation (33). A plan performing such computation is called a “CP-plan”. In order to represent CP-plans compactly, we introduce a simple extension of pRA. In our algebra, a CP-plan ($P^{\text{cp}}$) is a sentence respecting the following grammar:

$$P^{\text{cp}} ::= CP(R_0^p) \mid \pi_X(P') \mid \sigma^c(P') \mid \leadsto^c [P', P'', \ldots]$$

$R_0^p$ represents an arbitrary TI-relation, where each tuple has a unique identifier $\text{tid}$ and is associated with a marginal probability $p$. Let $s$ be a key for $R_0^p$, consisting of all the attributes except for $\text{tid}$ and $p$. The operator $CP(R_0^p)$ turns a TI-relation $R_0^p$ into a pair $(R_0^p, R_0^p)$, where

$$R_0^p(A, p) \overset{\text{def}}{=} \pi_{A,p}(R_0^p) \quad R_0^p(A, \text{cp}, 1 \text{t}) \overset{\text{def}}{=} \pi_{A,1, \text{tid}}(R_0^p)$$

Intuitively, $R_0^p$ is obtained from $R_0^p$ by projecting-away $\text{tid}$ and associates each tuple $x$ of $R_0^p$ with the conditional probability $\mathbb{P}[x|s]$, which is, by definition, equal to $1$. All the other operators of our algebra process pairs of relations in the form $(R_0^p, R_0^p)$. Let $A$ be a strict subset of $A$. If we apply the projection operator $\pi^c_{A}$ to the pair $(R_0^p, R_0^p)$, we obtain a pair of relations $(Q^p, Q^{\text{cp}})$, defined as follows:

$$Q^p(A, p) \overset{\text{def}}{=} \pi_{A,p}(R_0^p) \quad Q^{\text{cp}}(A, \text{cp}, 1 \text{t}) \overset{\text{def}}{=} \pi_{A,p, \text{cp}, 1 \text{t}}([R_0^p \leadsto^c_A R_0^p] \bowtie_B Q^p)$$

Here, $\Pi_{\text{agg}}(\cdot)$ denotes the aggregate product and $\text{cexp}(\cdot)$ simply applies the selection predicate to both $R_0^p$ and $R_0^p$. Therefore, the statement $(Q^p, Q^{\text{cp}}) = \sigma^c(R_0^p, R_0^p)$ is equivalent to the following RA plan:

$$Q^p(A, p) \overset{\text{def}}{=} \sigma(R_0^p) \quad Q^{\text{cp}}(A, \text{cp}, 1 \text{t}) \overset{\text{def}}{=} \sigma(R_0^p)$$

Let’s now assume we are given a collection of $m$ relation pairs $\{(R_1^p, R_1^{\text{cp}}), \ldots, (R_m^p, R_m^{\text{cp}})\}$ and $A_i = hvar(R_i^p) \setminus \{p\}$. Let’s define $A = \bigcup_{i=1}^{m} A_i$. The statement $(Q^p, Q^{\text{cp}}) = \sigma^c ([R_1^p, R_1^{\text{cp}}], \ldots, (R_m^p, R_m^{\text{cp}}))$ is
which is equivalent for the purposes of safety. In other words, Algorithm 3 can be thought of as

\[ Q^p(A, \mathbf{p}) \stackrel{\text{def}}{=} \pi_{A_{\mathbf{p}}}(\Pi_{i=1}^m R_{i}^{p}(\mathbf{p} \Rightarrow [R_{1}^{p}, \ldots, R_{m}^{p}]))) \]

\[ V_i(A, \mathbf{cp}, \mathbf{lt}) \stackrel{\text{def}}{=} \pi_{A_{\mathbf{cp}} \mathbf{exp}, R_{i}^{cp}, \mathbf{lt}(\mathbf{p} \Rightarrow A_{i}([Q^p, R_i^{p}, R_i^{cp}]))}} \forall i \in \{1..m\} \]

\[ Q^{cp}(A, \mathbf{cp}, \mathbf{lt}) \stackrel{\text{def}}{=} \cup_{i=1}^m V_i \]

Here \( \mathbf{cpexp} \stackrel{\text{def}}{=} (Q^p \cdot R_i^{cp} \cdot \mathbf{cp}/R_i^{p}, \mathbf{p}) \). Now that we have defined all the operators of our algebra, we can show how to build a CP-plan for a given hierarchical query. The method we propose (Algorithm 3) is a straightforward adaptation to conditional probabilities of the procedure by Dalvi and Suciu [9] for constructing safe plans for computing marginal probabilities. The first component of the plan \( Q^p \) is constructed exactly as in Dalvi and Suciu’s method. The second component of the plan \( (Q^{cp}) \) also closely mirrors this method, excepting only the leaves, where \( R^{cp} = \pi_{R^p.A_{1..m}.\mathbf{tid}}(R^p) \), which is equivalent for the purposes of safety. In other words, Algorithm 3 can be thought of as two independent instances of the Dalvi and Suciu method run in parallel. Their algorithm is known to be sound and complete; Algorithm 3 inherits both properties.

**Algorithm 3: SafeCpPlan**

**Data:** Hierarchical query \( q(\ldots) := R(\ldots), S(\ldots), \ldots \)

1. if \( \text{evar}(q) = 0 \) then
   2. return \( CP(R) \Rightarrow CP(S) \Rightarrow \ldots \)
2. else if \( q := q', q'' \) and \( \text{evar}(q') \cap \text{evar}(q'') = \emptyset \) then
   3. return SafeCpPlan\((q') \Rightarrow SafeCpPlan(q'') \)
3. else if \( \exists X \in \text{evar}(q) : X \text{ is a root variable} \) then
   4. return \( \pi_{\leq X}(\text{SafeCpPlan}(q'(X, \text{hvar}(q)) := R(\ldots), S(\ldots), \ldots)) \)

Let \( (Q^p, Q^{cp}) \) be the result of a CP-plan generated by Algorithm 3: if \( \phi_j \) is the lineage of a tuple in \( Q^p \) and its literals are \( \{x_1, \ldots, x_m\} \), then \( Q^{cp} \) is guaranteed to contain \( m \) copies of such tuple, each copy being associated with a conditional probability \( \mathbb{P}[\phi_j|x_i] \), for every \( x_i \) in \( \{x_1, \ldots, x_m\} \).

**Example 6.2 (continued).** If \( q \) denotes the hierarchical query from Equation (5), then SafeCpPlan\((q) \) returns the plan:

\[ (Q^p, Q^{pc}) = \pi_{\leq X}(\pi_{\leq Y}(CP(E)) \Rightarrow CP(L)) \]

Let’s split it into several views, in a bottom-up fashion:

\[ (V_1^p, V_1^{cp}) = CP(E) \]
\[ (V_2^p, V_2^{cp}) = \pi_{\leq Y}(V_1^p, V_1^{cp}) \]
\[ (V_3^p, V_3^{cp}) = CP(L) \]
\[ (V_4^p, V_4^{cp}) = (V_2^p, V_2^{cp}) \Rightarrow (V_3^p, V_3^{cp}) \]
\[ (Q^p, Q^{cp}) = \pi_{\leq X}(V_4^p, V_4^{cp}) \]

The content of each view is presented in Figure 6. For the sake of clarity we have annotated each tuple with its lineage; with little abuse of notation, some lineage formulas contain conditional expressions; translating them into regular Boolean formulas is straightforward. Notice that the CP-plan does not materialize these formulas.

Notice that \( Q^p \) is equivalent to the TI-relation returned by plan \( P' \) in Equation (6).
7 EXTENSION TO MUTUALLY EXCLUSIVE EVENTS

In this section we relax the assumption that each tuple is stochastically independent from all the others, allowing some tuples to be mutually exclusive to others. We first introduce the disjoint-independent model, a well-known [10] generalization of TI-PDBs that is able to model mutually exclusive events. Later we generalize our own framework in the same spirit, and show how to handle Bayesian updates and parameter learning in the new model.

7.1 Disjoint-Independent PDBs

A disjoint-independent probabilistic database (DI-PDB) is a TI-PDB where each relation is annotated with a key. In the context of DI-PDBs, a key is simply a collection of attributes, with the property that every two tuples in a relation that agree on the key attributes must represent mutually exclusive events. If two tuples do not agree on the key attributes, then they represent stochastically
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We are now ready to generalize the DI model so as to support Bayesian updates. Each block in a DI-PDB with a lineage literal \( x_{u,v} \), where index \( u \) identifies a specific block \( (x_u) \) and index \( v \) a specific tuple within the block. We adopt the same indexing strategy to identify tuples’ probabilities (hence, each tuple \( x_{u,v} \) is associated with a probability \( \theta_{u,v} \) and a DI-relation always satisfies the constraint \( \forall u : \sum_v \theta_{u,v} \leq 1 \)). For simplicity, we assume that every block has exactly \( c \geq 1 \) tuples.

A possible world \( w \) is a subset of tuples where no two elements belong to the same block. We can model it as a function \( w(u) \) that maps each block to either one of its tuples (when that tuple belongs to \( w \)) or the value \( \varepsilon \) (when no tuple from the block appears in \( w \)). A disjoint-independent database \( \mathcal{D} \) defines a probability measure over both possible worlds and Boolean queries:

\[
\mathbb{P}[w(u)|\mathcal{D}] = \begin{cases} \theta_{u,v} & \text{if } w(u) = x_{u,v} \\ 1 - \sum_v \theta_{u,v} & \text{if } w(u) = \varepsilon \end{cases}
\]

(35)

\[
\mathbb{P}[w|\mathcal{D}] = \prod_u \mathbb{P}[w(u)|\mathcal{D}]
\]

(36)

\[
\mathbb{P}[q|\mathcal{D}] = \sum_{w=q} \mathbb{P}[w|\mathcal{D}]
\]

(37)

The lineage expression \( x_u = x_{u,v} \) (or simply \( x_{u,v} \)) denotes the event of being in a possible world \( w \) where \( w(u) = x_{u,v} \). With little abuse of notation we denote by \( x_u = x_{u,\varepsilon} \) (or simply \( x_{u,\varepsilon} \)) the lineage of the event of being in a possible world where block \( x_u \) is associated with the value \( \varepsilon \), and by \( \theta_{u,\varepsilon} = 1 - \sum_v \theta_{u,v} \) its probability.

**Example 7.1 (continued).** Let’s revisit our running example, imposing the constraint that each person can work for at most one company. The resulting probabilistic model can be expressed as a DI-PDB:

<table>
<thead>
<tr>
<th>Name</th>
<th>Emp</th>
<th>TID</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ada</td>
<td>HP</td>
<td>1.1</td>
<td>0.6</td>
</tr>
<tr>
<td>Ada</td>
<td>IBM</td>
<td>1.2</td>
<td>0.3</td>
</tr>
<tr>
<td>Bob</td>
<td>HP</td>
<td>2.1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Name</th>
<th>Eng</th>
<th>TID</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ada</td>
<td>eng</td>
<td>3.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Bob</td>
<td>eng</td>
<td>4.1</td>
<td>0.2</td>
</tr>
<tr>
<td>Bob</td>
<td>ita</td>
<td>3.1</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Key attributes are underlined. Relation \( E^p \) and \( L^p \) have, respectively, six and eight possible worlds. Notice that DI-relations can model TI-relations, as is the case with \( L^p \). The probability that Ada is unemployed \( (x_{1,\varepsilon}) \) is 0.1. The Boolean query \( q_1 := E(X, Y), L(X, \text{eng}) \) has lineage \( ((x_{1,1} \lor x_{1,2}) \lor x_{3,1}) \lor x_{2,1}x_{4,1} \). Its probability is \( \mathbb{P}[q_1|\mathcal{D}] = ((\theta_{1,1} + \theta_{1,2}) \theta_{3,1}) \otimes \theta_{2,1}\theta_{4,1} \).

While hierarchical queries are not guaranteed to be tractable in the DI model, Dalvi and Suciu [10] developed a polynomial time algorithm to identify safe extensional plans for all conjunctive, self-join free queries that admit one. They derived a dichotomy theorem, showing that every conjunctive, self-join-free query either admits an extensional plan or is intractable (#P-hard).

### 7.2 Dirichlet-Probabilistic Databases (D-PDBs)

We are now ready to generalize the DI model so as to support Bayesian updates. Each block \( x_u \) in a DI-PDB can be seen as a categorically-distributed random variable, taking values in a domain of cardinality \( c + 1 \) (\( c \) tuples plus \( \varepsilon \)). From now on we denote by \( \theta_u \) a vector of \( c + 1 \) parameters associated with the random variable \( x_u : \theta_u \triangleq (\theta_{u,\varepsilon}, \theta_{u,1}, \ldots, \theta_{u,c}) \). Notice that \( \theta_u \), by definition, ranges in the probabilistic simplex \( C \overset{\text{def}}{=} \{ x \in (\mathbb{R}^+)^{c+1} : \sum_i x_i = 1 \} \). Rather than taking \( \theta_u \) as a given, known
quantity, we model it as a latent random vector, distributed according to a Dirichlet distribution with concentration parameters $\alpha_u \overset{\text{def}}{=} (\alpha_{u,e}, \alpha_{u,1}, \ldots, \alpha_{u,c})$. Therefore, its marginal probability is

$$p[\theta_u | \alpha_u] = \frac{\theta_{u,e}^{\alpha_{u,e}-1} \cdot \theta_{u,1}^{\alpha_{u,1}-1} \cdots \theta_{u,c}^{\alpha_{u,c}-1}}{B(\alpha_u)}$$ (38)

where $B(\alpha_u)$ denotes the generalized Beta function

$$B(\alpha_u) = \int_{\mathcal{C}} \left( \theta_{u,e}^{\alpha_{u,e}-1} \cdot \theta_{u,1}^{\alpha_{u,1}-1} \cdots \theta_{u,c}^{\alpha_{u,c}-1} \right) d\theta_u = \frac{\Gamma(\alpha_{u,e}) \cdot \Gamma(\alpha_{u,1}) \cdots \Gamma(\alpha_{u,c})}{\Gamma(\alpha_{u,e} + \alpha_{u,1} + \cdots + \alpha_{u,c})}$$ (39)

From now on we denote by $\text{Dir}(\alpha_u)$ the right-end-side of Equation (38). From the above definitions it follows immediately that the random variable $x_u$ is distributed according to a Dirichlet-Categorical compound distribution, and its marginal probability is given by

$$P[x_{u,y}|\alpha_u] = \int_C P[x_{u,y} | \theta_u] \cdot p[\theta_u | \alpha_u] d\theta_u = \frac{\alpha_{u,y}}{\alpha_{u,e} + \alpha_{u,1} + \cdots + \alpha_{u,c}}$$ (40)

where $y$ ranges in $\{e, 1, \ldots, c\}$ and $P[x_{u,y}|\theta_u] = \theta_{u,y}$. If we denote by $\mathcal{H}$ the set of all the hyper-parameters $\{\alpha_u\}_u$, it is easy to see that $\mathcal{H}$ defines a probability measure over possible worlds ($w$) and Boolean queries ($q$):

$$P[w|\mathcal{H}] = \prod_u P[w(u)|\mathcal{H}] = \prod_u P[w(u)|\alpha_u]$$ (41)

$$P[q|\mathcal{H}] = \sum_{w|q} P[w|\mathcal{H}]$$ (42)

Similarly, if $\varphi$ represents the lineage of query $q$, then $P[\varphi|\mathcal{H}] = \sum_{w|\varphi} P[w|\mathcal{H}]$ and conditional probabilities are well-defined as per Equation (14). In addition, Equations 16 and 17 can be readily applied to generalize the model to multiple observations and define the semantics of $\mathcal{H}^s$ and $\mathcal{H}^{s,k}$. For the sake of conciseness we skip the details. From now on we call $\mathcal{H}$ a Dirichlet Probabilistic Database (D-PDB). It is easy to verify that a B-PDB is a special case of D-PDB where $c = 1$ for each block or, equivalently, where every attribute belongs to its relation key.

**Theorem 7.2.** If our current hypothesis is $\mathcal{H}$ and we observe a possible world where the lineage formula $\varphi$ is satisfied, then, for each block $x_u$, the marginal posterior of random vector $\theta_u$ is given by

$$p[\theta_u | \varphi, \mathcal{H}] = \sum_{y \in \{e, 1, \ldots, c\}} P[x_{u,y}|\varphi, \mathcal{H}] \cdot \text{Dir}(\alpha_u + e_y)$$ (43)

where $e$ denotes the standard natural basis of $\alpha_u$.

**Proof.** The proof is given in Appendix B. \qed

In the general case the marginal posterior $p[\theta_u | \varphi, \mathcal{H}]$ is not a Dirichlet distribution, but rather a Dirichlet mixture. Nonetheless, minimizing the relative entropy between $p[\theta_u | \varphi, \mathcal{H}]$ and the prior $p[\theta_u | \mathcal{H}]$ is straightforward, as the latter belongs to the exponential family.

**Definition 7.3.** We denote by $\text{dsit}(\alpha_u, \varphi)$ the vector $\alpha_u^*$ that satisfies the following $c + 1$ constraints:

$$\forall y \in \{e, 1, \ldots, c\} \int_0^1 \text{Dir}(\alpha_u^*) \ln \theta_{u,y} d\theta_{u,y} = \int_0^1 p[\theta_{u,y}|\varphi, \mathcal{H}] \ln \theta_{u,y} d\theta_{u,y}$$ (44)
In other words $\boldsymbol{\alpha}_u^*$ is built so that $\text{Dir}(\boldsymbol{\alpha}_u^*)$ agrees with $p[\theta_{u,y}|\varphi, \mathcal{H}]$ on the expected value of $\ln(\theta_{u,y})$, for each tuple $x_{u,y}$ in the block $x_u$. By Theorem 7.2 and the properties of the Dirichlet distribution the above equation can be rewritten as

$$\forall y \in \{e, 1, \ldots, c\} \quad [\psi(\alpha_{u,y}^*) - \psi(|\alpha_{u,y}^*|)] - [\psi(\alpha_{u,y}) - \psi(|\alpha_{u}|)] = \frac{P[x_{u,y}|\varphi, \mathcal{H}]}{a_{u,y}} - \frac{1}{|\alpha_u|}$$

(45)

where $|\cdot|$ denotes the L-1 norm.

From [31] it follows immediately that $\text{Dir}(\boldsymbol{\alpha}_u^*)$ is the Dirichlet distribution that minimizes the KL divergence w.r.t. the marginal posterior $p[\theta_{u,y}|\varphi, \mathcal{H}]$. Let’s now assume that evidence $\mathcal{E}$ consists of $s \cdot k$ samples over $k$ distinct Boolean queries, with $s$ samples per query. In other words $\mathcal{E} = \{\varphi_1^{i_1}, \ldots, \varphi_k^{i_k}\}$. In order to minimize the relative entropy between the priors of $\mathcal{H}^{s,k}$ and the marginal posteriors computed w.r.t. $\mathcal{E}$, we must choose a set of hyper-parameters that satisfies, for each block $x_u$, the following constraints

$$\forall y \in \{e, 1, \ldots, c\} \quad [\psi(\alpha_{u,y}^*) - \psi(|\alpha_{u,y}^*|)] - [\psi(\alpha_{u,y}) - \psi(|\alpha_{u}|)] = \frac{r_y}{a_{u,y}} - \frac{1}{|\alpha_u|}$$

(46)

Where $r_y = \frac{1}{k} \sum_{j=1}^{k} \left[ \frac{1}{s} \mathbb{P}[x_{u,y}|\varphi_j, \mathcal{H}] + \frac{s-1}{s} \mathbb{P}[x_{u,y}|\bar{\varphi}_j, \mathcal{H}] \right]$. Notice that $r_y$ is the evidence-conditioned probability of tuple $x_{u,y}$ averaged over $s \cdot k$ evidence samples. Algorithm 4 shows how to perform a Bayesian Update in a D-PDB. By $\text{du}(\alpha_u, r)$ we denote a procedure that computes the hyper-parameters vector $\boldsymbol{\alpha}_u^*$ that satisfies Equation (46) for a given hypothesis $\mathcal{H}^{s,k}$ and evidence $\mathcal{E}$.

---

**Algorithm 4:** Belief Update (DI model)

- **Data:** Model $\mathcal{H}$, evidence $\mathcal{E} = \{\varphi_1^{i_1}, \ldots, \varphi_k^{i_k}\}$
- **1** for $j \in \{1, \ldots, k\}$ do
  - **2** $\tau_j \leftarrow i_j/s$;
- **3** for $y \in \{e, 1, \ldots, c\}$ do
  - **4** for $y \in \{e, 1, \ldots, c\}$ do
    - **5** $r_y \leftarrow \sum_{j=1}^{k} \frac{1}{k} \left( \tau_j \mathbb{P}[x_{u,y}|\varphi_j, \mathcal{H}] + \tau_j \mathbb{P}[x_{u,y}|\bar{\varphi}_j, \mathcal{H}] \right)$
  - **6** $\alpha_{u,y}^* \leftarrow \text{du}(\alpha_u, r)$
- **7** for $u \in \{1, \ldots, n\}$ do
  - **8** $\alpha_u \leftarrow \alpha_u^*$

---

It is easy to verify that the same considerations we introduced in Section 5 in the context of B-PDBs remain true for D-PDBs: by simply repeating multiple iterations of Algorithm 4 it is possible to design a greedy MLE algorithm for the DI model. We omit the details.

---

### 8 EXPERIMENTS

This section is divided in two parts. In the first part we provide experimental evaluation of the Bayesian updating technique proposed in section 4, in combination with the Dirichlet model presented in section 7. The second part is dedicated to maximum likelihood estimation.

**Experimental Setup** All the experiments discussed here were performed on a 3.4 GHz Intel Core i7-2600 with 32GB of DDR3-1333 MHz RAM and a 750GB SSD disk, running Ubuntu 14.04.5 LTS.
8.1 Bayesian updates and D-PDBs

We extended MayBMS [3], a publicly available block-independent probabilistic database, with the support for Bayesian updating. Our implementation, that we call Beta-MayBMS, extends the original system in two ways: (i) it imposes Dirichlet priors on each parameter and (ii) it enables Bayesian updating w.r.t. arbitrary query answers. The standard, SQL-like syntax of MayBMS is augmented with the following statement

\[
\text{update } \text{<bi-tbl>} \text{ given evidence } ( \text{<query> } ) \text{ is [not] empty;}
\]

The \text{<query>} used as evidence can be any query supported by MayBMS; in other words, Bayesian updating is not restricted to hierarchical queries. More details about the design of Beta-MayBMS are given in Appendix D. Here we describe our experimental evaluation of it against a simple data cleaning task.

We obtained a copy of the 5% 1990 sample from the IPUMS-USA data set [54]. The sample consists of 12,501,046 records of census data, from which we extracted the following variables: EDUC, MARST, CHBORN, EMPSTAT, VETSTAT, YRIMMIG, AGE. We randomly selected a fraction of 0.0001% of the data and introduced noise over the attribute AGE by simulating typing errors. Each affected record is replaced with a block of mutually exclusive tuples, consisting of the original AGE value together with up to two noisy copies. The noise is introduced by randomly replacing (or dropping) a digit in the record's AGE value; these variations mimic the confusion matrix of a basic SVD classifier trained against the MNIST [44] dataset of handwritten digits.

Our benchmark consists in asserting a number of query-answers that involve the attribute AGE and measure the evolution of the mean square error (MSE) over the noisy records after each belief update. We chose query-answers that express general knowledge about the data set; they are listed in Figure 7. Each query answer is asserted up to four times, for a total of 100 belief updates. As shown in Figure 8g, each Bayesian update effectively reduces the noise over the attribute AGE, and the largest improvement is gained during the first run of 25 assertions. Afterwards the MSE converges to the value of 165.

8.2 Maximum Likelihood Estimation and B-PDBs

This section is dedicated to the experimental evaluation of the maximum likelihood estimation algorithm proposed in Section 5, in the context of TI-PDBs. We compare our approach against the existing literature on parameter learning in probabilistic databases. Dylla and Theobald [16, 17] were the first to address this problem. In their work they model parameter learning as a constraint satisfaction problem: given a set of Boolean queries, labeled with marginal probabilities, their aim is to find a parameter vector \( \theta \) so that the resulting TI-PDB exhibits the desired marginal probabilities, for each Boolean query in the training set. They first address the problem from a theoretical perspective, characterizing its satisfiability and giving bounds on its computational complexity. They then show how to solve it using well-established optimization techniques, adopting several variants of the stochastic gradient descent algorithm. As discussed in Section 5, our Algorithm 2 can be used to perform a similar optimization task. The work of Dylla and Theobald is probably the closest to ours amongst the existing literature, and the most suitable for an experimental comparison. Concretely, our experiments aim to verify the following three conjectures: (i) our MLE algorithm has comparable performance to the one proposed by Dylla and Theobald; (ii) our algorithm scales well when used on large datasets; (iii) our algorithm can be polarized towards...
a specific maximum of the likelihood, when needed, by setting the priors accordingly. Unlike the previous section, all the experiments presented here use TI datasets and hierarchical queries. Before discussing the experiments in details, we briefly describe our prototype implementation of Algorithm 2.

While Beta-MayBMS is able compute belief updates for arbitrary queries, it requires to process each update as a full SQL statement, going through the usual steps of parsing, planning, optimization and execution of each query. This is not optimal for iterative processes like MLE, where the same queries, plans and resources are reused many times until the algorithm converges. We decided to provide an alternative implementation, targeted at the specific task of running MLE over B-PDBs for tractable, hierarchical queries. We call our prototype BetaMLE: it consists of two components, a query planner and an execution engine. The main purpose of the planner is to build, for a given set of queries, a compact representation of the lineage formulas associated with their marginal and conditional probabilities. For each query, the planner builds a CP-plan, by running Algorithm 3, and then uses a standard SQL DBMS to ground it. It then computes the lineage formulas of the grounded tuples and feeds them to the execution engine. The purpose of the execution engine is to run Algorithm 2. At each iteration it uses the information provided by the planner to compute the marginal and conditional probabilities for all the queries. It then applies Equation (33) to obtain conditional probabilities in the form \( P[x|\phi, \mathcal{H}] \). It eventually computes the Bayesian Updates, as explained in Section 4. This decoupled architecture has several advantages: first it ensures that the SQL optimizer is called only once per problem instance, even if the same set of queries is used over many iterations of Algorithm 2; secondly it greatly simplifies locking, parallelism and memory allocation in the execution engine. The query planner is implemented in Java; its output consists of a SQL script that generates the ground CP-plans. The execution engine is implemented in C++11.
Learning From Query-Answers

We also run TPDB and compare the results. From now on we denote with Algorithm 1, over all the available evidence. Over the three experiments we observe a common behavior: gradient descent (GD) shows that the strict semantics of Bayesian updates does not pose a burden on performing MLE effectively. Additionally, BU offers good MLE performance without requiring the user to fine-tune any parameter (like GD’s initial learning rate, for example). Looking at the good performance of

Table 1. Statistics of the data- and query-sets used. A literal is said to be active when it appears in the lineage of at least one query.

<table>
<thead>
<tr>
<th>data set</th>
<th>YAGO</th>
<th>YAGO</th>
<th>YAGO</th>
<th>TPCH</th>
<th>TPCH</th>
<th>TPCH</th>
<th>TPCH</th>
<th>TPCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>scaling factor</td>
<td>p1</td>
<td>p2</td>
<td>p3</td>
<td>q1</td>
<td>q2</td>
<td>q1</td>
<td>q2</td>
<td>q2</td>
</tr>
<tr>
<td>total # of Bood. queries</td>
<td>228,179</td>
<td>132,277</td>
<td>465,418</td>
<td>20,109</td>
<td>3,697,683</td>
<td>94,840</td>
<td>18.3 · 10^9</td>
<td>187,532</td>
</tr>
<tr>
<td>max lineage size</td>
<td>2.335</td>
<td>2.333</td>
<td>262</td>
<td>5,345</td>
<td>5,345</td>
<td>28,029</td>
<td>28,029</td>
<td>55,386</td>
</tr>
<tr>
<td>avg lineage size</td>
<td>2.220</td>
<td>2.715</td>
<td>3,745</td>
<td>7,156</td>
<td>3,904</td>
<td>8,617</td>
<td>8,340</td>
<td>8,977</td>
</tr>
<tr>
<td>total # of literals</td>
<td>217,860</td>
<td>217,860</td>
<td>1,742,928</td>
<td>135,972</td>
<td>760,572</td>
<td>787,593</td>
<td>3,799,669</td>
<td>1,622,379</td>
</tr>
<tr>
<td>max # of inst. of a literal</td>
<td>13</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>610</td>
<td>7</td>
<td>663</td>
<td>7</td>
</tr>
<tr>
<td>avg # of inst. of a literal</td>
<td>2.325</td>
<td>1.648</td>
<td>1.0</td>
<td>1.0356</td>
<td>16.0662</td>
<td>1.0376</td>
<td>16.0916</td>
<td>1.0377</td>
</tr>
</tbody>
</table>

Figure 8a to 8c report our findings. Both the systems were executed in single-threaded mode. The execution time is measured in seconds and does not include planning and grounding time, the MSE is reported in log-scale, so to emphasize the trajectories near their convergence point. Our Bayesian-updating algorithm is denoted as BU. Each point in the plot represents the execution of one iteration of Algorithm 1, over all the available evidence. Over the three experiments we observe a common behavior: BU follows a L-shape trajectory, characterized by a fast-start where the MSE is greatly reduced in few iterations; the algorithm then slows progressively down, as it reaches its steady state. The three gradient-based methods, on the other hand, exhibit a limited improving rate in the first few iterations, followed by a speed-up as soon as they reach a steep sector of the objective function surface. They then slow down as they reach a local minimum of the MSE. GD is consistently the fastest of the three in reaching the fast-converging phase of the trajectory, but the less efficient afterwards. Dylla and Theobald [16] analyze this behavior in great detail. Overall, this experiment shows that the strict semantics of Bayesian updates does not pose a burden on performing MLE efficiently. Additionally, BU offers good MLE performance without requiring the user to fine-tune any parameter (like GD’s initial learning rate, for example). Looking at the good performance of

(g++ 4.8.4). It uses OpenMP 14 for parallelism and CMinPack [14] for numerical optimization. As a comparison point we used TPDB, the prototype system developed and made available 15 by Dylla and Theobald [16, 17].

MLE Experiment 1. This experiment focuses on parameter learning. We adopt a TI-PDB with known parameters as ground truth and process a fixed set of queries to generate the evidence. We then incrementally update our B-PDB, and observe how well it models the evidence over time. We also run TPDB and compare the results. From now on we denote with T the parameters of the ground-truth TI-PDB, with Q a fixed set of conjunctive hierarchical queries, with E the set of marginal probabilities of Q w.r.t. T (the evidence), and with H the set of parameters learned by either the B-PDB (a, b) or the TPDB (θ). Following [16], we measure both systems’ performances in terms of their mean squared error: MSE \( \text{def} = \frac{1}{|Q|} \sum_{\varphi \in Q} (\mathbb{P}[\varphi|H] - \mathbb{P}[\varphi|T])^2 \). When the MSE equals zero, the likelihood \( \mathbb{P}[E|H] \) is maximized. We mimic [16] for the choice of the data- and query-sets; we use the query-sets P1, P2 and P3 as defined in Appendix A of [16], and reproduce the “scalability” experiment over the YAGO2 16 knowledge base. As in [16], the ground-truth T is set up by annotating each YAGO2 fact with a random probability, uniformly chosen in [0, 1]. The properties of the resulting lineage formulas are summarized in Table 1. TPDB provides three parameter learning algorithms, based on direct minimization of the MSE objective function: gradient descent (GD), stochastic gradient descent (SGD), and stochastic gradient descent with per-tuple learning rate (SGD*). We tested all of them, measuring the evolution of the MSE over time. Figures 8a to 8c report our findings. Both the systems were executed in single-threaded mode. The execution time is measured in seconds and does not include planning and grounding time, the MSE is reported in log-scale, so to emphasize the trajectories near their convergence point. Our Bayesian-updating algorithm is denoted as BU. Each point in the plot represents the execution of one iteration of Algorithm 1, over all the available evidence. Over the three experiments we observe a common behavior: BU follows a L-shape trajectory, characterized by a fast-start where the MSE is greatly reduced in few iterations; the algorithm then slows progressively down, as it reaches its steady state. The three gradient-based methods, on the other hand, exhibit a limited improving rate in the first few iterations, followed by a speed-up as soon as they reach a steep sector of the objective function surface. They then slow down as they reach a local minimum of the MSE. GD is consistently the fastest of the three in reaching the fast-converging phase of the trajectory, but the less efficient afterwards. Dylla and Theobald [16] analyze this behavior in great detail. Overall, this experiment shows that the strict semantics of Bayesian updates does not pose a burden on performing MLE efficiently. Additionally, BU offers good MLE performance without requiring the user to fine-tune any parameter (like GD’s initial learning rate, for example). Looking at the good performance of

14http://www.openmp.org
16http://www.mpi-inf.mpg.de/yago-naga/yago/
SGD on $\mathcal{P}3$, we feel it would be interesting to develop a stochastic variant of BU, where only a randomly chosen portion of the evidence is processed at each iteration.

**MLE Experiment 2.** In this experiment we analyze the behavior of B-PDBs under stress conditions. We use the $dbgen$ utility [59] to generate a set of relations, that we annotate with synthetic probabilities. We use two query-sets, $Q1$ and $Q2$. The former consists of queries $Q3$, $Q4$ and $Q6$ from the TPC-H benchmark (this choice mirrors [3, 9]); the latter extends $Q1$ with 12 additional join/group-by queries, devoid of any selection predicate. By varying the $dbgen$'s scaling factor parameter ($sf$) between 0.1 and 1.0, we build several instances of $\mathcal{T}$, whose sizes range between 100 MB and 1 GB. Table 1 summarizes the properties of the resulting lineage formulas. We designed this experiment to test several corner-cases in the parameter learning problem: (i) having large lineage formulas in $\mathcal{E}$, (ii) having literals that appear in many formulas, (iii) having a large number of formulas in $E$. We replicate the same measurements as in Experiment 1, but we run our prototype in multi-threaded mode. Figures 8e and 8f show that the behavior of BU is very consistent over multiple tests, as it follows the usual L-shaped trajectory, drifting towards a local minimum of the MSE. Figure 8d shows the speedup achieved by multi-threading.
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Fig. 8. Experimental results: (a)-(c): MLE Experiment 1. (d)-(f): MLE Experiment 2. (g): Bayesian updating. (h),(i): MLE Experiment 3

We replicate the same measurements as in Experiment 1, but we run our prototype in multi-threaded mode. Figures 8e and 8f show that the behavior of BU is very consistent over multiple tests, as it follows the usual L-shaped trajectory, drifting towards a local minimum of the MSE. Figure 8d shows the speedup achieved by multi-threading.
MLE Experiment 3. In this experiment we adopt a different metric:

\[
\text{MSE-IN} \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^{n} (\mathbb{P}[x_i|\mathcal{H}] - \mathbb{P}[x_i|\mathcal{T}])^2
\]

Our goal is to measure the ability of a B-PDB to rebuild the ground-truth $\mathcal{T}$ by only looking at $\mathcal{E}$. As exemplified in Figure 5, identifying a global maximum of the likelihood does not guarantee the ability of deriving $\mathcal{T}$, as $\mathcal{E}$ may be implicitly ambiguous. One way to circumvent this problem is to polarize the B-PDB’s priors towards $\mathcal{T}$. The goal of this experiment is to simulate such process. We repeat Experiment 2 (with $sf = 0.1$), but we jump-start the BU algorithm by setting up a fraction of the B-PDB’s parameters so to mirror $\mathcal{T}$, in a low-entropy configuration ($a + b = 10^6$). The results are shown in Figures 8h and 8i, where $n_r$ (noise ratio) denotes the fraction of parameters that are set to random values. Overall we observe that Bayesian updates do not guarantee a steady decrease in MSE-IN, especially when the evidence is too ambiguous (as in $Q1$). On the other hand, we observe that better priors lead to better estimates of $\mathcal{T}$.

9 RELATED WORK

Stoyanovich et al. [57] derive probability distributions for the missing parts of incomplete databases, using the complete parts as evidence. Dylla and Theobald [16] study the problem of deriving the parameters of a TI-PDB from a set of Boolean queries, labeled with their marginal probabilities. They prove the problem is #P-hard in the general case, and provide a sound criterion to identify problem instances that admit a solution. Rather than computing a maximum-likelihood estimate of the parameters, like we advocate in this paper, they propose to derive them by direct minimization of the mean squared error. Their approach does not consider Bayesian updates. Parameter learning has been proposed in the context of Probabilistic Logic Programming, either by minimizing the mean squared error [28] or by maximum likelihood estimation [29]. It is also a central feature for many knowledge-based model construction (KBMC) frameworks, including Probabilistic Relational Models [41], Markov Logic [53], Multi-entity Bayesian Networks [42] and many others. All the above approaches rely on probabilistic models that are significantly more sophisticated than TI-PDBs, but without the complexity guarantees provided by the dichotomy theorem [11]. Koch and Olteanu [40] were the first to address the problem of conditioning in probabilistic databases. Their work relies on U-databases, while ours focuses on TI-/BI-PDBs and hierarchical queries.

10 CONCLUSIONS AND FUTURE WORK

“Where do the probabilities come from?” is an often-asked question related to probabilistic databases. The approach suggested in this paper is to learn the parameters from query answers. We devise a method for incorporating new evidence in an incremental fashion, by performing belief updates as soon as new query answers are observed. A fundamental ingredient to our approach is the use of Beta/Dirichlet priors: we show how to derive the posterior distribution in closed form and how to update the parameters in a principled way. In the future we propose to generalize our framework as to model continuous domains. We also plan to test alternative inference methods to handle non-hierarchical conjunctive queries [22] and even non-monotone queries [8].
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# Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{H}$</td>
<td>Beta Probabilistic DB / Dirichlet Probabilistic Database</td>
</tr>
<tr>
<td>$\mathcal{D}$</td>
<td>Tuple-Independent Probabilistic DB / Disjoint-Independent Probabilistic DB</td>
</tr>
<tr>
<td>$p[\cdot]$</td>
<td>Probability density function</td>
</tr>
<tr>
<td>$\mathbb{P}[\cdot]$</td>
<td>Probability measure</td>
</tr>
<tr>
<td>$(f(\theta))_{\mathbb{P}([\theta])}$</td>
<td>Expected value of $f(\theta)$ when $\theta \sim \mathbb{P}[\cdot]$</td>
</tr>
<tr>
<td>$h[\cdot]$</td>
<td>differential entropy</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>Evidence</td>
</tr>
<tr>
<td>$\mathcal{B}(a_i, b_i)$</td>
<td>P.d.f. of a Beta distribution</td>
</tr>
<tr>
<td>$a, b$</td>
<td>Shape parameters of the Beta distribution</td>
</tr>
<tr>
<td>$\mathcal{D}ir(\alpha)$</td>
<td>P.d.f. of a Dirichlet distribution</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Concentration parameters of the Dirichlet distribution</td>
</tr>
<tr>
<td>$\mathcal{B}(\cdot)$</td>
<td>(Generalized) Beta function</td>
</tr>
<tr>
<td>$\Gamma(\cdot)$</td>
<td>Gamma function</td>
</tr>
<tr>
<td>$\psi(\cdot)$</td>
<td>Digamma function</td>
</tr>
<tr>
<td>$\psi'(\cdot)$</td>
<td>Trigamma function</td>
</tr>
<tr>
<td>$w$</td>
<td>Possible world</td>
</tr>
<tr>
<td>$x_1, \ldots, x_n$</td>
<td>Tuples (TI model) / Blocks (DI model)</td>
</tr>
<tr>
<td>$x_{u,1}, \ldots, x_{u,c}$</td>
<td>Tuples in a given block $x_u$ (DI model)</td>
</tr>
<tr>
<td>$\theta_1, \ldots, \theta_n$</td>
<td>Tuples’ marginal probabilities (TI model)</td>
</tr>
<tr>
<td>$\theta_{u,1}, \ldots, \theta_{u,c}$</td>
<td>Tuples’ marginal probabilities for a given block $x_u$ (DI model)</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Vector $(\theta_1, \ldots, \theta_n)$ (TI model)</td>
</tr>
<tr>
<td>$\theta_u$</td>
<td>Vector $(\theta_{u,1}, \ldots, \theta_{u,c})$ (DI model)</td>
</tr>
<tr>
<td>$\bar{\theta}_i$</td>
<td>Abbreviation for $(1 - \theta_i)$</td>
</tr>
<tr>
<td>$q_1, \ldots, q_k$</td>
<td>Conjunctive queries</td>
</tr>
<tr>
<td>$\phi_1, \ldots, \phi_k$</td>
<td>Lineage formulas</td>
</tr>
<tr>
<td>$\varphi_j$</td>
<td>Abbreviation for $\neg \phi_j$</td>
</tr>
<tr>
<td>$t_j$</td>
<td>Observed frequency of positive answers to $\phi_j$</td>
</tr>
<tr>
<td>$\tau_j$</td>
<td>Observed relative freq. of positive answers to $\phi_j$</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of queries</td>
</tr>
<tr>
<td>$s$</td>
<td>Number of samples per query</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of tuples (TI model) / Number of blocks (DI model)</td>
</tr>
<tr>
<td>$R, S, T, \ldots$</td>
<td>Relations’ names</td>
</tr>
<tr>
<td>$X, Y, Z, \ldots$</td>
<td>First-order logic variables</td>
</tr>
<tr>
<td>$\text{ADom}(\cdot)$</td>
<td>Active domain</td>
</tr>
<tr>
<td>$hvar(q_j)$</td>
<td>The head variables of query $q_j$</td>
</tr>
<tr>
<td>$evar(q_j)$</td>
<td>The existential variables of query $q_j$</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>Ground-truth</td>
</tr>
</tbody>
</table>

Table 2. Nomenclature

## PROOFS

Theorem 4.1 and Theorem 7.2 show how to compute the marginal posteriors for B-PDBS and D-PDBS, respectively. In this section we first provide the proof for Theorem 7.2. Since B-PDBs represent a special case of D-PDBS, obtaining a proof for Theorem 4.1 is straightforward, and will be addressed as a corollary.

**Proof of Theorem 7.2.** Let $\mathcal{H}$ be a D-PDB and $\phi$ be a lineage formula defined over its tuples. Let’s denote by $\Theta$ the set of all the latent random vectors in $\mathcal{H}$, i.e. $\Theta \overset{\text{def}}{=} \bigcup_{u=1}^{n} \theta_u$. Our goal is to
prove that
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \sum_{y \in \{c, 1, \ldots, c\}} \Pr[x_u, y | \varphi, \mathcal{H}] \cdot \Pr[\theta_u | x_u, y, \mathcal{H}]
\] (47)

By definition the \(u\)-th marginal of \(\Pr[\Theta | \varphi, \mathcal{H}]\) is
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \int \ldots \int \Pr[\Theta | \varphi, \mathcal{H}] \, d\theta_1 \ldots d\theta_u \ldots d\theta_{u-1} \ldots d\theta_n
\] (48)

To be more concise, we denote by \(\Theta^*\) the set \(\Theta \setminus \{\theta_u\}\), hence
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \int \Pr[\Theta | \varphi, \mathcal{H}] \, d\Theta^*
\] (49)

Applying the Bayes' rule we can write
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \int \frac{\Pr[\Theta, \varphi | \mathcal{H}]}{\Pr[\varphi | \mathcal{H}]} \, d\Theta^*
\] (50)

Since \(\Pr[\varphi | \mathcal{H}]\) does not depend on \(\Theta\) we can write
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \frac{1}{\Pr[\varphi | \mathcal{H}]} \cdot \int \Pr[\varphi | \Theta] \cdot \Pr[\Theta | \mathcal{H}] \, d\Theta^*
\] (52)

We can expand the content of the integral, noticing that
\[
\Pr[\varphi | \Theta] = \sum_{w: w|\varphi} \Pr[w | \Theta]
\] (53)

and
\[
\Pr[\Theta | \mathcal{H}] = \prod_{l=1}^{n} \Pr[\theta_l | \alpha_l]
\] (54)

Hence we can write
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \frac{1}{\Pr[\varphi | \mathcal{H}]} \cdot \sum_{w: w|\varphi} \Pr[w | \Theta] \cdot \prod_{l=1}^{n} \Pr[\theta_l | \alpha_l] \, d\Theta^*
\] (55)

Since \(\Pr[w | \Theta] = \prod_{l=1}^{n} \Pr[w(l) | \theta_l] \) and \(\Pr[w(l) | \theta_l] \) is a categorical distribution, we can write
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \frac{1}{\Pr[\varphi | \mathcal{H}]} \cdot \sum_{w: w|\varphi} \prod_{l=1}^{n} \Pr[w(l) | \theta_l] \cdot \Pr[\theta_l | \alpha_l] \, d\Theta^*
\] (56)

We now partition the worlds that satisfy \(\varphi\) w.r.t. the value they assign to block \(x_u\); we denote by \(\varphi_y\) the conjunction \(\varphi \land x_u, y\). Notice that if \(y' \neq y''\) then \(\varphi_{y'}\) and \(\varphi_{y''}\) are mutually exclusive.
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \frac{1}{\Pr[\varphi | \mathcal{H}]} \cdot \sum_{y \in \{c, 1, \ldots, c\}} \left[ \sum_{w: w|\varphi_y} \prod_{l=1}^{n} \Pr[w(l) | \theta_l] \cdot \Pr[\theta_l | \alpha_l] \right] \] (57)

If we denote by \(L^*\) the set \(\{1, \ldots, n\} \setminus \{u\}\) then we can write
\[
\Pr[\theta_u | \varphi, \mathcal{H}] = \frac{1}{\Pr[\varphi | \mathcal{H}]} \cdot \sum_{y \in \{c, 1, \ldots, c\}} \left[ \sum_{w: w|\varphi_y} \Pr[x_u, y | \theta_u] \cdot \Pr[\theta_u | \alpha_u] \cdot \prod_{l \in L^*} \Pr[w(l) | \alpha_l] \right]
\] (58)
Since $x_{u,y}$ and $\alpha_u$ are independent given $\theta_u$, we can write

$$p[\theta_u \mid \varphi, \mathcal{H}] = \frac{1}{\mathbb{P}[\varphi \mid \mathcal{H}]} \cdot \sum_{y \in \{1, \ldots, c\}} \sum_{w : w \neq \varphi_y} \mathbb{P}[x_{u,y}, \theta_u \mid \alpha_u] \cdot \prod_{l \in L^*} \mathbb{P}[w(l) \mid \alpha_l]$$

(59)

Or equivalently

$$p[\theta_u \mid \varphi, \mathcal{H}] = \frac{1}{\mathbb{P}[\varphi \mid \mathcal{H}]} \cdot \sum_{y \in \{1, \ldots, c\}} \sum_{w : w \neq \varphi_y} p[\theta_u \mid x_{u,y}, \alpha_u] \cdot \mathbb{P}[\varphi_y \mid \mathcal{H}]$$

(60)

We can simplify to

$$p[\theta_u \mid \varphi, \mathcal{H}] = \frac{1}{\mathbb{P}[\varphi \mid \mathcal{H}]} \cdot \sum_{y \in \{1, \ldots, c\}} p[\theta_u \mid x_{u,y}, \alpha_u] \cdot \mathbb{P}[x_{u,y} \mid \varphi, \mathcal{H}]$$

(61)

This proves Equation (47). To prove Theorem 7.2 it is sufficient to notice that $p[\theta_u \mid x_{u,y}, \alpha_u]$ is the standard posterior of a Dirichlet-Categorical compound distribution. Hence $p[\theta_u \mid x_{u,y}, \alpha_u]$ is a Dirichlet distribution with the same parameters as the prior $\text{Dir}(\alpha_u)$ except for parameter $\alpha_u$, that is increased by one. In other words: $p[\theta_u \mid x_{u,y}, \alpha_u] = \text{Dir}(\alpha_u + \epsilon_y)$.\hfill \Box

**Corollary.** We can use Equation (47) to prove Theorem 4.1. First we observe that a B-PDB is just a D-PDB where each block contains exactly one tuple. If we set $\alpha_u = (a_u, b_u)$ then $\text{Dir}(\alpha_u) = \text{Be}\,(a_u, b_u)$. Therefore Equation (47) can be rewritten as the sum of two terms

$$p[\theta_u \mid \varphi, \mathcal{H}] = \mathbb{P}[x_{u,1} \mid \varphi, \mathcal{H}] \cdot p[\theta_u \mid x_{u,1}, \mathcal{H}] + \mathbb{P}[x_{u,\epsilon} \mid \varphi, \mathcal{H}] \cdot p[\theta_u \mid x_{u,\epsilon}, \mathcal{H}]$$

(64)

Or, using B-PDBs notation,

$$p[\theta_l \mid \varphi, \mathcal{H}] = \mathbb{P}[x_l \mid \varphi, \mathcal{H}] \cdot p[\theta_l \mid x_l, \mathcal{H}] + \mathbb{P}[\bar{x}_l \mid \varphi, \mathcal{H}] \cdot p[\theta_l \mid \bar{x}_l, \mathcal{H}]$$

(65)

Where $p[\theta_l \mid x_l, \mathcal{H}]$ and $p[\theta_l \mid \bar{x}_l, \mathcal{H}]$ are just the standard posterior probabilities for a Beta-Bernoulli compound distribution; hence $p[\theta_l \mid x_l, \mathcal{H}] = \text{Be}\,(a_l + 1, b_l)$ and $p[\theta_l \mid \bar{x}_l, \mathcal{H}] = \text{Be}\,(a_l, b_l + 1)$.\hfill \Box

**C REPRESENTING COMPLEX EVENTS FROM INDEPENDENT VARIABLES**

We show next that any correlation between variables can be captured by general Boolean functions over independent events only (not just disjoint-independent events). We repeat here the argument that was presented in this form in [22], but is well known folklore.

It is known from Poole’s independent choice logic [51] that arbitrary correlations between events can be composed from disjoint-independent events only. A disjoint-independent event is represented by a non-Boolean independent random variable $y$ which takes either of $k$ values $v = \langle v_1, \ldots, v_k \rangle$ with respective probabilities $q = \langle q_1, \ldots, q_k \rangle$ and $\sum_i q_i = 1$. Poole writes such a “disjoint declaration” as $\langle [v_1 : q_1, \ldots, v_k : q_k] \rangle$.

In turn, any $k$ disjoint events can be represented starting from $k - 1$ independent Boolean variables $z = \langle z_1, \ldots, z_{k-1} \rangle$ and probabilities $\mathbb{P}[z] = \langle q_1, \frac{q_1}{q_1}, \frac{q_1}{q_1 q_2}, \ldots, \frac{q_{k-1}}{q_1 \ldots q_{k-2}} \rangle$, by assigning the
disjoint-independent event variable \( y \) its value \( v_i \) whenever event \( A_i \) is true, with \( A_i \) defined as:

\[
(y = v_1) \equiv A_1 := z_1 \\
(y = v_2) \equiv A_2 := z_1 z_2 \\
\vdots \\
(y = v_{k-1}) \equiv A_{k-1} := z_1 \ldots z_{k-2} z_{k-1} \\
(y = v_k) \equiv A_k := z_1 \ldots z_{k-2} z_{k-1} .
\]

For example, a disjoint-independent event \( y(v_1; \frac{1}{3}, v_2; \frac{1}{3}, v_3; \frac{2}{3}, v_4; \frac{1}{30}) \) can be represented with three independent Boolean variables \( z = (z_1, z_2, z_3) \) and \( P[z] = (\frac{1}{3}, \frac{5}{6}, \frac{2}{3}) \).

It follows that arbitrary correlations between events can be modeled starting from independent Boolean random variables alone. For example, two complex events \( A \) and \( B \) with \( P[A] = P[B] = q \) and varying correlation can be represented as composed events \( A := z_1 z_2 \lor z_3 \lor z_4 \) and \( B := \bar{z}_1 z_2 \lor z_3 \lor \bar{z}_5 \) over the primitive events \( z \) with varying probabilities \( P[z] \). Events \( A \) and \( B \) become identical for \( P[z] = (0, 0, q, 0, 0) \), independent for \( P[z] = (0, 0, 0, q, q) \), and disjoint for \( P[z] = (0.5, q, 0, 0, 0) \) with \( q \leq 0.5 \).

**D BETA-MAYBMS**

MayBMS [3] is a state-of-the-art probabilistic database built on top of PostgreSQL 8.3.3. We developed Beta-MayBMS, an extension of MayBMS that supports Bayesian updating. In this Section we briefly highlight the differences between the two systems. The first difference lies in the data model: rather than storing straight probabilities for each record, Beta-MayBMS associates each block of records with a Dirichlet prior. Let’s assume a Beta-MayBMS instance contains the following deterministic relation:

```plaintext
# select * from edu;
person | level | hyp
---------+-------+-----
Ada      | phd   | 7
Ada      | ms    | 2
Ada      | bs    | 1
Bob      | phd   | 3
Bob      | ms    | 3
Bob      | bs    | 4
Carl     | ms    | 3
Carl     | bs    | 7
(8 rows)
```

As in MayBMS, the above can be turned into a block-independent probabilistic relation by running a repair key statement:

```plaintext
# create table eduP as repair key person in edu weight by hyp;
# select * from eduP;
person | level | hyp | _hyp | _v0 | _d0 | _p0
---------+-------+-----+------+-----+-----+-----
Ada      | phd   | 7   | 7    | 1   | 5   | 0.7
Ada      | ms    | 2   | 2    | 1   | 8   | 0.2
Ada      | bs    | 1   | 1    | 1   | 3   | 0.1
Bob      | phd   | 3   | 3    | 2   | 6   | 0.3
Bob      | ms    | 3   | 3    | 2   | 4   | 0.3
Bob      | bs    | 4   | 4    | 2   | 1   | 0.4
(8 rows)
```
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Similarly to MayBMS, each block is associated with a unique identifier (_v0) and each tuple is associated with a probability and an identifier (_d0 and _p0). Beta-MayBMS uses an additional column (_hyp) to store the parameters of the Dirichlet prior. The user can compute a Bayesian update by running a posterior of statement:

```
# posterior of eduP given (select * from eduP where level='phd') is not empty;
_v0 | _d0 | _hyp | _p0
-----+-----+-------------------+-------------------
1 | 5 | 7.56053753051323 | 0.716805615782907
1 | 8 | 1.99066547181542 | 0.188732637538479
1 | 3 | 0.996339265815391 | 0.0944617466786136
2 | 6 | 3.06707966333329 | 0.306833717581594
2 | 4 | 2.97023626766526 | 0.29714540740456
2 | 1 | 3.9585857173191 | 0.396820875813846
```

The following statement computes the above relation and updates the relevant hyper-parameters.

```
# update eduP given evidence (select * from eduP where level='phd') is not empty;
```

Internally, Beta-MayBMS reuses the MayBMS query-engine for computing conditional probabilities in the form $P[x_i|\varphi_j, H]$, through query rewriting. New internal functions were added for computing the actual Bayesian update and identify the new set of hyper-parameters that minimize the relative entropy w.r.t. the posterior. Beta-MayBMS does not use CP-plans. All the querying capabilities of MayBMS are maintained, without performance loss. For example, the following query will return the probability of someone having a PhD:

```
# select conf() from (select * from eduP where level='phd') sq;
conf
------
0.79
```
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