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Figure 1: The plot on the top shows how the number of
trips varies over 2011 and 2012. While the variation is
similar for the two years, there are clear outliers, including
large drops in August 2011 and in October 2012. These
are not errors, but in fact correspond to hurricanes Sandy
and Irene, as shown by the wind speed plot on the bottom.

Curation as an Integral Component of Data
Exploration Data curation is a critical task in
data science in which raw data is structured, val-
idated, and repaired. Data validation and repair
establish trust in analytical results, while appro-
priate structuring streamlines analytics. Unfor-
tunately, even with advances in automated data
cleaning tools, such as Oracle’s Data Guide and
Trifacta’s Wrangler, curation is still a major bot-
tleneck in data exploration. Traditionally, cura-
tion has been carried out as a pre-processing task:
after all data are selected for a study (or applica-
tion), they are cleaned and loaded into a database
or data warehouse. This is problematic because
while some cleaning constraints can be easily de-
fined (e.g., checking for valid attribute ranges),
others are only discovered as one analyzes the
data. As one example, consider taxis in New York City [218]. Every day, there are over 500,000 taxi
trips transporting about 600,000 people from Manhattan to different parts of the city [36]. Through the
meters installed in each vehicle, the Taxi & Limousine Commission (TLC) captures detailed information
about trips, including: GPS readings for pick-up and drop-off locations, pick-up and drop-off times, fare,
and tip amount. These data have been used in several projects to understand different aspects of the city,
from creating mobility models and analyzing the benefits and drawbacks of ride sharing, to detecting gentri-
fication. In a recent study [89], we investigated quality issues in the taxi data. We found invalid values such
as negative mile and fare values, as well as trips that started or ended in rivers or outside of the US. These
are clearly errors in the data. Other issues are more nuanced. An example is a fare with a tip of US$938.02
(the maximum tip value for the 2010 dataset). While this could have be an error in the data acquisition
or in the credit card information, it could also be the case that a wealthy passenger overtipped her taxi
driver. Issues are often detected during analytics, as different slices of the data are aggregated. Figure 1
shows the number of daily taxi trips in New York City (NYC) during 2011 and 2012. Note the large drops
in the number of trips in August 2011 and October 2012. Standard cleaning techniques are likely to classify
these drastic reductions as outliers that represent corrupted or incorrect data. However, by integrating the
taxi trips with wind speed data (bottom plot in Figure 1), we discover that the drops occur on days with
abnormally high wind speeds, suggesting a causal relation: the effect of extreme weather on the number of
taxi trips in NYC. Removing such outliers would hide an important phenomenon. Conversely, detecting it
upfront requires identifying a non-obvious pattern in a very high-dimensional space [69].

Issues like these appear across all forms of analytics, making curation an integral component of data
exploration. When erroneous features are identified, appropriate cleaning operations should be applied on
the fly. Besides the need to refine a curation pipeline as the user gets more familiar with a dataset, different
questions that arise during exploration may require different cleaning strategies. Thus, we need to move from
the traditional cleaning function DirtyData→ CleanData, to a function that encapsulates the exploratory
curation process: DirtyData× UserTask → (CleanData, Explanation). The trial-and-error nature of the
curation process poses several challenges. First, and foremost, the cleaned data must be accompanied by its
provenance which explains the transformations applied to the raw data, as well as ambiguities that arise while
applying these transformations. This is critical for subsequent analyses, as experts need to both assess the
quality of the data and understand which assumptions they can rely on. If an operation is applied and later
found to be incorrect (e.g., removing the outliers in Figure 1), it should be possible to undo the operation
and all of its direct and indirect effects. It should also be possible to modify an operation (e.g., change the
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parameters of an outlier detection operation to not consider the $938.02 tip amount as an outlier) and the
effects of this modification should be propagated to derived data. Furthermore, it is often necessary to explore
and compare alternative cleaning strategies and to consolidate their results, especially when data curation is
a collaborative effort. Currently, such corrections and refinements require an error-prone, time-consuming
process to track different versions of scripts and queries used, and the data feeds they were applied to.
Building Infrastructure for Data Curation In this project, we propose to build Vizier, a system that
unifies curation and data exploration through provenance. Vizier tracks the provenance of the exploratory
process and all the computations performed [93, 98, 159, 224] as well as the provenance of the affected data
items [215]. By connecting these two forms of provenance, Vizier is able to provide a detailed audit trail
that explains which operations caused which changes to the data and to reproduce these steps on new
data. Vizier will integrate and extend three production/near-production quality systems that we have
developed in previous work: Mimir [143, 167, 231, 232], a system that supports probabilistic pay-as-you-go
data curation operators; VisTrails [42, 43, 51, 99, 101, 128, 151, 200, 202, 209], an NSF-supported open-source
system designed for interactive data exploration; and GProM [10, 11, 106, 107, 109, 116, 175], a database
middleware that efficiently tracks fine-grained data provenance, even through update operations. A core
challenge of implementing Vizier will be to integrate the data and provenance models of these systems and
to develop a unified interface that synergystically combines the features of each.

To define the requirements for the system design, we have taken into consideration the curation needs
of previous and ongoing projects led by the PIs in different domains—from urban to industrial data, as well
as the results of a survey (see Section 1). Curation is a difficult task for experts in data management and
computer science, and even more so for the growing number of data enthusiasts, with expertise in particular
domains but that often lack training in computing. Furthermore, the process demands the iterative, trial-
and-error application and tuning of data cleaning operations. To support these requirements, Vizier will
provide a novel “sandbox” interface for exploration and curation that is easy to use, and whose unique
features are enabled by the integration of fine- and coarse-grained provenance.

Vizier’s interface is a hybrid of notebook-style interfaces and spreadsheets. Notebook interfaces, as
exemplified in Jupyter (http://jupyter.org), interleave code, data, summaries, visualizations, and doc-
umentation into a single train of thought that allows readers to retrace an analyst’s exploratory process.
Conversely, spreadsheets allow analysts an unprecedented level of flexibility and freedom, while still sup-
porting a powerful programming model. Thus, in contrast to classical notebook software where all data
manipulations must be handled programmatically, Vizier allows data, summaries, and visualizations to be
edited directly as in a spreadsheet and in a classical programming environment simultaneously.

Vizier uses provenance to aid the user in the exploration process by enabling her to navigate the evolution
of her curation pipeline, to understand the impact of cleaning operations she devises, and to understand
sources and effects of uncertainty or ambiguity in her data. Vizier also uses provenance to provide recom-
mendations to the user on how to tune curation operations, which curation operations to apply next [152],
and how to generalize her curation workflow developed over a small sample dataset to deploy it over a large
scale dataset (e.g., to deploy the workflow on a Big Data platform).

Finally, provenance enables the use of ambiguity-aware data transformations, including automated zero-
configuration curation operators called lenses [167, 232]. Unlike classical clean-before-use approaches to
data curation, Vizier allows data wranglers to defer resolving ambiguities. Ambiguities persist through
transformations and appear as annotations (e.g., asterisks) on data in Vizier that indicate the cause and
quantify the effects of the ambiguity. By deferring ambiguity resolution until after the user has had a chance
to explore, the analyst can better decide how to resolve the ambiguity, or even whether she needs to resolve
the ambiguity at all. Lenses also form the basis for Vizier’s extensibility, as they allow data cleaning heuristics
or tools to be just “plugged” in, even if the tools have overlapping use cases or conflicting effects.

The interface features of Vizier are enabled by tracking provenance. Edits, whether to code or data, are all
transparently recorded and associated with the resulting data. Guesses made by the system on behalf of the
user are recorded similarly. Provenance persists through computations and modifications, providing an audit
trail and allowing the system to explain the reasoning behind results it shows to the analyst. Provenance
allows potentially suspicious or ambiguous results to be flagged as such, provides context for results, and
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by using well-established techniques for probabilistic and uncertain data management [214], also quantifies
the impact of the ambiguity on the result. An important technical challenge we will tackle in this regard is
how to integrate the workflow (evolution) provenance of VisTrails with the fine-grained data provenance of
GProM and the ambiguity tracking of Mimir.

Interactive exploration also requires interactive latencies, even for large datasets. We will build Vizier to
provide interactive response times through two techniques. First, through its facilities for tracking prove-
nance, Vizier can enact a form of program slicing, a more general form of incremental view maintenance that
allows data representations produced by Vizier to be updated rapidly in response to small changes to input
data and parameters of curation workflows. Second, similar to Trifacta’s Wrangler, Vizier allows analysts
to extract and use samples of large datasets for preliminary development efforts. Unlike Wrangler, how-
ever, Vizier can measure the quality or representativeness of a sample set with respect to a given summary,
representation, or view of the data. Furthermore, Vizier guides the user in tweaking a curation workflow
developed over a sample dataset to ensure that it generalizes to the complete data.

Community Building. Users in a broad range of application domains from urban sciences to business
intelligence, have committed to collaborate with the PIs on this proposal (see Section 1 and letters of col-
laboration). This diversity of collaborators will ensure that Vizier is relevant to real-world needs and help
to establish a healthy user base. The latter is particularly important to sustain development beyond the
initial funding period. Our strategy for building a healthy community around Vizier includes demonstra-
tions, workshops, publicly released code, and ensuring proper documentation for users and developers, and
development of project governance. Our sustainability plan is detailed in Section 4.

The Team. The PIs bring cross-cutting expertise from different areas of research on data management,
provenance, and visualization. Systems developed by each of the PIs: Mimir, GProM and VisTrails, will
serve as the core building blocks of our proposed system Vizier. Additionally, PIs Kennedy and Glavic
already have a record of collaboration that has resulted in joint papers (under submission) related to data
curation, uncertainty, and provenance. Both PIs have ongoing projects in this domain that are sponsored by
Oracle (see letter of collaboration from Gawlick and Hua-Liu). PI Kennedy’s expertise covers optimization
and incremental computation [3, 138, 145], data structures [144], uncertain data management [140–143, 167,
168, 232], online aggregation [137, 141], and mobile systems [49, 139]. He is a member of UB’s Center
for Multisource Information Fusion and National Center for Geographic Information Awareness, and has
collaborations [49,139] based on UB’s NSF-funded PhoneLab smartphone experimental platform. PI Glavic’s
research is focused on database systems with a strong track record in provenance [9, 11, 105–117, 174, 175,
182,183] and data integration [12–15,109,110]. He has designed and implemented several provenance-aware
systems including Perm [106–108, 116], GProM [9, 11, 174, 175], Vagabond [109, 110], Ariadne [111, 112],
and LDV [114, 182, 183]. PI Freire’s research has focused on big-data analysis and visualization, large-scale
information integration, provenance management, and computational reproducibility. She has a track record
of successful interdisciplinary collaborations and her work has had impact in a number of domains beyond
computer science, from physics and biology to climate research and social sciences [18, 29, 83, 125, 127, 194,
195,199]. She has co-authored multiple open-source systems [1,34,189,216,221,224] (see https://github.

com/ViDA-NYU), including VisTrails which is used by high-visibility scientific applications in diverse fields.
As the Executive Director of the Moore-Sloan Data Science Environment at NYU, a faculty member at the
NYU Center for Data Science and at the NYU Center for Urban Science and Progress, she currently leads
several projects where data curation is a key challenge.

1 Applications and Requirement Gathering
The need for data curation arises in all applications of data science. To ensure that our efforts will see

use in practice, the PIs will deploy Vizier through established collaborative efforts with data scientists in
academia and industry. These collaborations will serve as a platform to evaluate Vizier, as well as a source of
feedback, helping us to identify and address critical pain points in data curation workflows. Additionally, we
have conducted an informal survey, reaching out to several affiliated data science communities and potential
consumers of Vizier for feedback and desiderata. In this section, we outline our two primary collaborative
efforts, as well as the high-level feedback garnered from our informal survey.
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1.1 Curating Urban Data
The NYU team is working on several projects that involve curation, analysis and integration of urban

data [28, 33, 47, 70, 71, 84, 102, 125, 180, 181, 184, 216]. PI Freire is a faculty member at the NYU Center for
Urban Science and Progress (CUSP). CUSP is set up as a unique public-private research center that uses
New York City as its laboratory and classroom to help cities around the world become more productive,
livable, equitable, and resilient. Research and development at CUSP focuses on the collection, integration,
and analysis of data to improve urban systems. The social sciences play an integral role in CUSP activities–
people are the customers and operators of urban systems, so that understanding them and their behavior
is essential to the CUSP mission. Conversely, CUSPs large, multi-modal data sets and technology have
the potential to revolutionize the social sciences. CUSP has established a data facility (CDF) to support
the empirical study of cities. Freire was one of the original designers of CDF and part of the vision of
this proposal was motivated by the needs of CDF users, notably: different users (and projects) need to
combine and clean datasets in different ways, depending on their research questions, which change over time
as the process evolves and new hypotheses are formulated; users come from widely different backgrounds,
and include social scientists, physicists, computer scientists, civil engineers, policy makers, and students.
As Professor Lane and Dr. Rosen state in their letter of collaboration, the CDF needs a data curation
infrastructure such as the one we propose to build. Vizier will bring many benefits to CDF, including: users
will be to able collaboratively curate data; curated data will include detailed provenance, allowing them to
be re-used; and curation pipelines will also be shared within the facility, enabling users to benefit from the
collective wisdom of their peers by re-using and building upon these pipelines.

Freire also has an ongoing collaboration with the NYU Furman Center for Real Estate and Policy [125].
The Furman Center uses urban data to explore the effect that land use regulations, real estate development,
and other public and private place-based investments have on the quality, affordability, and character of
neighborhoods and on individual well-being (see e.g., [76, 77, 126, 205]). They take an interdisciplinary ap-
proach, applying policy and legal analyses, as well as econometric techniques to study critical current issues.
Over the years, they have collected a broad array of data on demographics, neighborhood conditions, infras-
tructure, housing stock and other aspects of New York City’s neighborhoods and real estate market [103].
They also produce a series of data products that help inform community groups, developers, policymakers
and investors about trends, challenges and opportunities in particular neighborhoods [31, 32, 45, 46]. Given
that their research has direct impact on policies and the data they release is widely used, for them, data
quality is of utmost importance (see letter from Professor Gould Ellen).

Freire’s group has multiple ongoing collaborations with NYC agencies. She is a member of the NYC
Taxi & Limousine Commission (TLC) Data/Technology Advisory Committee. She has collaborated with
the TLC on different projects, from the study of privacy and quality issues in data they release [89] to the
deployment of TaxiVis, an open-source tool for the analysis of spatio-temporal data [84, 102, 216]. As with
many other agencies that use data to improve their operations and policies, and that publicly release these
data [179], the TLC faces tremendous challenges around data quality (see letter by Rodney Styles, TLC).

Our collaborators will provide us unique data and feedback that we will use in the design of Vizier, and
we will collaborate with them on the deployment of the system at CUSP, Furman Center, and TLC.

1.2 Industrial Strength Data Lakes
Our second effort is part of a large, ongoing collaborative project between PIs Kennedy and Glavic and

Oracle’s Dieter Gawlick and Zhen Hua-Liu, as well as with Ronny Fehling, Head of Data Driven Technologies
and Advanced Analytics at Airbus (see attached letters). One specific part of this effort concerns a large scale
project at Airbus to merge data sources from different sectors of its business into a single, company-wide
data lake. In addition to the issues of data quality that arise in our collaboration with CUSP, an operation
of this scale presents several additional challenges:

Cross-Domain Data Mapping. Datasets from different sectors have distinct, non-overlapping schemas,
as well as distinct attribute domains recorded at different granularities. There are also more subtle conflicts.
For example, one assumption often made when using a dataset is temporal stability [143]. An anecdotal
example encountered during past collaborative efforts involved an auto-generated report that computed
revenue totals for sales groups at a large company. Revenue totals would fluctuate unexpectedly over time,
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even decreasing for some groups. The cause was mismatched temporal assumptions between an append-only
sales history dataset and a HR database linking salespeople to their groups. As salespeople moved between
groups, the HR database was updated and past sales would be re-attributed to their new group.

Data Discovery. Given the number of distinct data sources and data sets available at a company of this
scale, simply finding datasets applicable to a specific problem is a challenge. Forcing participants in the
data lake to properly create and curate metadata for their datasets is infeasible, necessitating alternative
approaches to data discovery.

Heterogeneity. The data lake draws on a heterogeneous mix of storage layers and data sources including
Hadoop, client APIs, external tables, and live data feeds, a fact that makes other data quality challenges
more difficult. Cross domain data mapping is more difficult, as schemas and attribute domains may not be
immediately accessible. Data discovery also becomes more difficult, as complete datasets are not available
and associated metadata must either be tracked independently or through purpose-built adaptors.

Versioning. As analysts progressively refine and extend a dataset, multiple revisions of the same data
become available. Using an earlier revision may require an analyst to duplicate effort, while a later revision
may be modified in unexpected ways that are inconsistent with the analyst’s current goals.

1.3 Community Feedback
As a preliminary effort at reaching a broader audience, we have conducted an informal survey to gauge

preliminary interest in Vizier, as well as to solicit feedback from different communities about the data curation
challenges that they face. The survey was distributed directly to many of the PI’s colleagues and collaborators
at potential deployment sites like UB’s National Center for Geographic Information and Analysis. Over the
course of a one-week informal survey period, we received 8 detailed responses from parties expressing interest
in improved tools for data cleaning and a further 3 additional off-the-record responses expressing frustration
with the state of the art in data curation. The preliminary responses indicate that spreadsheets are the
tool of choice for data curation (used by 6 out of the 8 respondents). The two respondents who do not use
spreadsheets, regularly work with data at sizes to which spreadsheets do not scale. When asked informally,
one of these respondents stated that a spreadsheet-style interface used to design scalable curation workflows
over samples would be useful to them. When asked about the biggest challenges in their most recent analytics
task, the two most common answers were: the time taken to perform computations and data quality. For
the first case, standard database techniques (indexing, incremental maintenance, set-at-a-time) are often
sufficient, but require too much effort to deploy, configure, and load data into. A concern with missing or
garbage data was also common, and several respondents in particular noted issues of data quality when
working with different schema versions simultaneously.

Throughout our project, we will continue to seek feedback from experts in different domains. This will
not only ensure the proposed infrastructure will be widely available, but we also hope this will help create
and sustain a strong user community for Vizier.

2 The Vizier System
The goal of Vizier is to unify the tasks of data exploration and data curation under a single

interface (illustrated in Figure 3) that combines characteristics of a notebook and a spreadsheet. Our aim
is to provide a tool that allows users to quickly and easily tabulate, visualize, clean, and summarize large
datasets. As the user explores her data, Vizier provides a variety of tools for curation, from the ability to
manually edit individual records, to batch operators that automate common tasks like schema merging,
outlier detection, missing value imputation, entity resolution, constraint repair, and others. While the
user is exploring and curating the data, Vizier records her curation activities to incrementally build
a workflow [5, 51, 64, 65, 101, 105, 128, 202], as illustrated in Figure 2a. During this process, the system
recommends curation steps and tuning parameters to the user based on successful past curation
efforts on datasets with similar characteristics [200]. For example, the system may detect that the user is
constructing a typical address cleaning workflow and suggest curation steps that are commonly used to clean
addresses such as using an external zip-city lookup table. For large datasets, a user would typically first
curate and explore a small sample and only deploy her curation workflow over the full dataset once she
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(a) (b)
Figure 2: The Vizier System. (a) Vizier backs freeform data exploration with heuristic data curation operators and
a feedback and provenance-driven learning engine that continually improves its curation heuristics. (b) Workflows
are designed through Vizier’s hybrid notebook-spreadsheet interface on small or sampled dataset processed locally
by an engine backed by GProM and Mimir. When workflows are ready, they can also be deployed to the cloud, to a
Hadoop or Spark cluster, or to a relational database system.

is sufficiently certain that the workflow resolves all data quality issues. This type of deployment at-scale
is supported in Vizier, as illustrated in Figure 2b. One challenge in this setting is that the curation steps
applied over the sample dataset need to be generalized to correctly apply to the full dataset. For example,
the user may manually remove taxi trips with unrealistically large fare values from the sample dataset.
However, the full dataset will contain many additional such trips that would not be removed when the
workflow is deployed, unless the deletion of a fixed set of trips is generalized to a deletion of trips based on
their fare value. Vizier aids the user in the deployment by providing recommendations on how to generalize
her operations based on data characteristics and provenance. For example, the system may detect that all
deleted trips have an unusually high fare in common and offer to delete all records with similarly high fares
in one operation. Combining workflow provenance, data provenance, and uncertainty management, Vizier
can offer non-intrusive visualizations that fully explain how data was produced and how ambiguities in the
input data or curation steps have affected it. For example, clicking on a value in Vizier’s interface will bring
up an explanation view showing the value’s provenance, ambiguities in its derivation, and how it compares
to related values (e.g., those in the same column).

Interface. Vizier’s interface (illustrated in Figure 3) combines elements of both notebooks and spreadsheets.
Notebook interfaces like Jupyter use an analogy of pages in a notebook that consist of a block of code, as
well as an output for the block like a table, visualization, or documentation text. Blocks are part of a
continuous program, allowing a user to quickly probe intermediate state or to safely insert hypothetical,
exploratory modifications by adding or disabling pages. Spreadsheets give users an infinite 2-dimensional
grid of cells that can hold either constant values or computed values derived from other cells. Instead
of classical programmatic specification of bulk, set-at-a-time operations, spreadsheets use the metaphor
of copying code and relative, positional data dependencies to “map” operations over collections defined
by contiguous regions of data. Thus, the ability to change any value anywhere in the execution process,
and simple integrated visualizations combine to make spreadsheets a very viable tool for data curation
and exploration. The simplicity of spreadsheets has encouraged many database-driven efforts to resolve the
impedance mismatch between positional and set-at-a-time query semantics [132,160], make spreadsheets more
structured [16, 17] or make databases more spreadsheet-like [131]. Vizier builds on these efforts, creating a
hybrid notebook-spreadsheet interface by making a notebook’s output dynamic. Vizier’s users can edit tables
and visualizations directly, and have those edits reflected in the notebook’s code block through database-style
table updates. As a result, the user’s edits, however they are applied, are recorded in the notebook as a
part of the workflow (see Figure 2b). Although we will not reproduce the full spreadsheet interface entirely,
our goal is to replicate as many of the flexible data and schema manipulation features of spreadsheets as
possible. Vizier allows users to overwrite arbitrary values, embed formulas into table cells, cut/copy/paste
cells, add (or delete) columns or rows, and sort or filter the data. In addition to low-level modifications, the
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user can also apply higher-level curation operations, including ones for which exact configuration parameters
may not be known ahead of time (we return to this later). Unique to Vizier is its ability to present useful
recommendations to the user based on provenance, to expose ambiguity through visual hints in the interface,
and to explain why and how values where derived.

http://vizierdb.info

Figure 3: An example of Vizier’s UI

Incrementally building cu-
ration workflows. The work-
flows that are incrementally con-
structed based on the user’s op-
erations serve several purposes.
By leveragering VisTrails [42, 99,
202] as a system to manage these
workflows and their evolution-
ary construction through user ac-
tions [43], they allow seamless re-
peatability [9, 10]. This enables
users to easily identify and re-
vert erroneous changes and helps
Vizier to learn from the user’s ac-
tivities. To support a user in ef-
ficiently revising a workflow, we
can use provenance to propagate
changes to data and workflow steps throughout dependent workflow stages. Techniques such as program
slicing [2,153,230] and incremental view maintenance [3,35,38,50,118,135,138,145] can help to improve the
performance of this process. It can be further optimized in the case where update histories are available
through a technique called reenactment which is readily supported in GProM [9,10].

Furthermore, a workflow generated for one dataset can be easily adapted for use with different, but similar
data sets, a task for which research by PI Freire [200] provides a preliminary approach. Inputs can take the
form of CSV files, relational database tables, JSON files, unstructured data, or external data sources like web
APIs or HTML pages. Workflows are part of the extensive provenance tracking of Vizier [51,65], helping the
user and her collaborators to explain the system’s outputs and audit their curation and exploration activities.
Unique to Vizier is that workflow steps are not considered as black boxes, but correspond to programs in
a declarative language described below. Vizier also supports ambiguity-tolerant operators called lenses and
tracks fine-grained provenance at the data level.

Exploration, testing, and deployment. As mentioned earlier, a user would typically want to design a
workflow over a small sample dataset before testing or deploying it at scale. One of the compelling benefit of
workflows is the ability to adapt and re-use them across different contexts. A data curation process designed
through an exploration-friendly spreadsheet interface can then be adapted to other datasets, replicated for
recurring data curation tasks like monthly reports, or run at scale on a cluster. Like Wrangler [121, 134],
Vizier allows users to easily develop data curation workflows on a small sample of the data before scaling to
tera- or peta-byte scale data on a Hadoop cluster or RDBMS. In contrast to Wrangler which forces users to
generalize edits upfront, Vizier instead helps users to generalize a workflow that includes manual curation
steps into a workflow suitable for the complete dataset.

Curation DSL with Provenance. Vizier’s flexibility is derived, in part, from a new domain-specific
language for exploratory curation that we will develop as part of the proposed work. The objective of
this DSL is to integrate closely with the interface by ensuring a 1-1 mapping between operations in the
language and edits to Vizier’s tabular outputs. In addition to facilitating the hybrid notebook/spreadsheet
environment, the Vizier DSL serves as an intermediary between the workflows and a variety of back-end
execution environments. In addition to executing locally, we will develop modules to compile the Vizier DSL
down to a variety of languages for deployment on external computing platforms, such as SQL for Relational
DBs or Map/Reduce or Spark programs for cloud computing clusters. To maximize compatibility with
GProM and Mimir, Vizier’s DSL will start as an instance of classical extended-relational algebra [123]. For
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a more user-friendly imperative flavor and to make it easier to mirror manual edits from the spreadsheet
onto the target program, we will add operations from SQL’s DML that edit specific fields, batches of fields,
and insert or delete rows; operations from SQL’s DDL that add, remove, and hide columns or manipulate
constraints; and automated data curation operations based on Mimir’s lenses, as discussed below. In spite
of the imperative flavor of the language, these operators effectively modify a table-valued query “object”
modelling the whole sequence of operations [9, 10], and can be thought of as operators in a relational
monad [39] that can be reduced to a single query.

Taming uncertainty and explainability. Lenses [167,232], part of the Mimir system discussed below, are
data curation operators that use heuristics to minimize or eliminate configuration. In lieu of configuration, a
lens is allowed to produce multiple ambiguous possible outputs alongside a single best guess output. Possible
outputs remain associated with the output of queries or transformations over lenses, allowing potentially
ambiguous results to be identified and explained and allowing the uncertainty stemming from this ambiguity
to be quantified. For example, depending on the user’s goals outliers like the $938 tip in the TLC dataset
might be kept as-is, elided from the dataset, or replaced with a reasonable educated guess. In the latter case,
there are also numerous heuristics that can approximate a user’s best guess, including sequential interpolation
along each of several candidate dimensions [59,67,136], a classifier trained on the adjacent attributes [228], a
classifier that treats the data as the output of a Markov process [157,158], and numerous others. A user could
be asked to select from among these options upfront, but she may not have sufficient information about the
data to decide which is relevant (e.g., is the tip a data error or a legitimate outlier). Furthermore, depending
on the user’s goals, the choice may not even be relevant (e.g., she is generating a table of average tips by
year). Workflows also provide context for data presented through the notebook interface. As illustrated
in Figure 3, users can obtain statistics about output values through the Vizier UI, including the record’s
dependencies and formula, variations in the record’s value over time, the system’s certainty in the result
(discussed further below), and other features like the set of of edits with the greatest impact on the value.

Automation and Recommendation. In keeping with best practices for user interface design [177], a goal
of Vizier’s interface is retaining the user’s sense of control over the system’s behavior. Accordingly, we adopt
two general strategies for streamlining the user’s interaction with the system that we refer to as Automation
and Recommendation. Automation allows users to accomplish complex high-level tasks without concern for
the low-level details of the task. Effective use of automation requires both the user’s consent and awareness,
as well as effective communication in the case of ambiguities. Automation in Vizier occurs through lenses.
Lens behaviors are precisely defined in terms of desired effects. By requesting that a lens be applied, a
user indicates both consent and an awareness of what the lens is trying to accomplish. As discussed above,
ambiguities are communicated through explanations over results, minimizing upfront effort from the user,
but keeping them aware of potential repercussions of using automated tools. By integrating these techniques
into Vizier we enable users to combine these techniques with each other and with simpler manual curation
operations (e.g., manually deleting dirty rows). Even more important, through their integration with Vizier,
these operations can benefit from the uncertainty, provenance, recommendation, and deployment features of
Vizier. Recommendations, instead help users to quickly reach relevant curation tools and to discover tools
that they may not be aware of. Vizier uses a repository of collected provenance to provide suggestions to the
user based on the current workflow and data characteristics. This is similar to Wrangler [134] which trains
a Markov model on sequences of transformations to suggest transformations commonly performed together
in sequence. However, our recommendations are much more advanced in that they are not just based on the
current structure of the workflow, but also on the fine-grained data and workflow provenance. Four types
of recommendations will be supported: (1) Recommendations on how to tune the parameters of a cleaning
operation in the workflow. For example, the sensitivity of an outlier detection step could be tuned based on
successful values for past outlier detection methods over data with similar characteristics. Similarly, if a past
workflow containing a particular data curation operation has a similar structure as the current workflow this
can also be an indication that similar tuning parameter values should be applied; (2) Recommendations on
which data curation steps to apply next. These recommendations will be based both on the characteristics
of the workflow as well as the data. (3) Recommendations on how to generalize specific curation steps,
e.g., updating values based on a condition instead of updating a fixed set of rows. (4) Finally, Vizier offers
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facilities for automated data discovery, both through simple keyword search, and offering suggestions based
on datasets frequently used together.

2.1 Comparison to Existing Tools
Spreadsheets are an extremely common tool for data curation. Vizier borrows the structural and visual

programming elements of spreadsheets, allowing users to freely interact with data and gracefully supporting
corner cases. Although Vizier will not provide full freedom of spreadsheets, curation efforts on spreadsheets
can not be easily generalized into repeatable, shareable workflows. Scripting languages like Python are
another common tool for curation work, but suffer from several limitations that Vizier addresses. First,
the link between output and code is unidirectional: Edits to the output are overwritten the next time the
code runs, making it harder to apply one-off changes or to explore hypothetical what-if scenarios. Moreover,
once a curation script is developed through interactive design, it must still be manually adapted for parallel
execution via map/reduce or a tool like apache spark [212].

Recently, several new tools for data cleaning or “wrangling” have emerged from academia and industry
and are gaining traction in the data science community. NADEEF [61, 73, 74, 82] uses a rule-based system
to detect and repair violated constraints. The set-at-a-time interaction model of a rule-based system works
well when a user knows what properties the data should satisfy upfront, but does not permit easy discovery
of such properties as in Vizier. SampleClean [122, 154, 229] uses sample-based cleaning to make unbiased
estimates for aggregate results over messy or dirty data; This technique is orthogonal to Vizier’s workflow
generalization, and could conceivably be eventually incorporated into Vizier. Habitat [130] is an extensible
framework for data curation, provenance, and discovery, into which specialized modules and interfaces can
be deployed; Vizier could eventually be adapted to use Habitat as a deployment target. The Data Tamer
project [120, 213], commercialized as Tamr, focuses more on data integration issues like schema matching
and entity resolution. These are both important tasks in data curation, and appear as operators in Vizier.

The most similar production system is the Wrangler [121, 134, 185] project, commercialized as Tri-
facta [220]. Here too, the goal is to develop a repeatable curation workflow. We borrow Trifacta’s sample-
based development model, its ability to apply global edits directly on its output, as well as the idea of
predictive suggestions. However, Vizier distinguishes itself in four ways. First, Trifacta forces users into
the clean-before-use model and is thus optimized for developing only generalized set-at-a-time cleaning pro-
grams. Second, Vizier’s notebook metaphor allows users to explore the data simultaneously from multiple
perspectives or with different hypothetical modifications. Third, Vizier tracks provenance through the work-
flow, making it easier to debug values and sanity check results. Finally, provenance also permits Vizier to
safely automate common tasks, even in the presence of ambiguity; if they are later found to be incorrect,
the operations can be undone.

2.2 VisTrails

Figure 4: In VisTrails, provenance of exploration is repre-
sented as a version tree. Each node represents a workflow
and an edge between two nodes encodes the set of changes
applied to the parent to derive the child.

The open-source VisTrails system was de-
signed to support exploratory and creative com-
putational tasks [41,86,100,133,204,210,224,225],
including data exploration, visualization, mining,
machine learning, and simulations. The system
allows users to create complex workflows (com-
putational processes) that encompass important
steps of data science, from data gathering and ma-
nipulation to complex analyses and visualizations.
A new concept we introduced with VisTrails is the
provenance of workflow evolution [40,98]. In con-
trast to previous workflow and visualization sys-
tems which maintain provenance only for derived
data products, VisTrails treats workflows as first-
class data items and maintains their provenance
(see version tree in Figure 4). Workflow evolution
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provenance supports reflective reasoning, allowing users to store temporary results, to make inferences from
stored knowledge, and to follow chains of reasoning backward and forward [176]. It also works as a version
control system for computational pipelines, thus naturally supporting collaboration [78]. Users can easily nav-
igate through the space of workflows created for a given investigation, visually compare workflows and their
results, and explore parameter spaces [98]. Users are encouraged to re-use knowledge by exploring and lever-
aging provenance information through specific, easy-to-use components. These include a query-by-example
interface, a mechanism for refining workflows by analogy [203], and a recommendation system that aids users
in the design of workflows [152]. Pipelines and their provenance can be shared through Web-based interfaces,
allowing others to validate and reproduce computational experiments [161, 192, 197]. The system has an
active community of developers and users and has been adopted in several scientific projects, both nationally
and internationally, across different domains. It has enabled and supported new research in environmental
science [18,48,58,127,129], psychiatry [8], astronomy [219], cosmology [7], high-energy physics [68], molecular
modeling [124], quantum physics [29, 85], earth observation [60, 222] and habitat modeling [165]. Besides
being a stand-alone system, VisTrails has been used as a key component of domain-specific tools including
DoE’s UV-CDAT [191,195,221]; USGS’s SAHM [165,190]; and NASA’s DV3D [227]. VisTrails was featured
as an NSF Discovery [178].

2.3 Mimir

Figure 5: Mimir’s User Interface shows and explains un-
certain or ambiguous data

Mimir [167, 231, 232] is a system that extends
existing relational databases with support for so-
called on-demand, or pay-as-you-go data cura-
tion through lenses, already introduced above in
the description of Vizier. Mimir’s support comes
through a form of an annotated cursor that iden-
tifies ambiguous values and rows who’s presence
in the result set is ambiguous. Furthermore,
the annotated cursor can explain ambiguity, both
through English statements like “I replaced TIP

with NULL on row 5239865 because you asked me
to remove outliers,” and by quantifying the effect
of ambiguity on results, as in “the AVERAGE(TIP)

is $10 ± 2 with 95% confidence”. To convey the
output of this annotated cursor to users, Mimir’s
front-end interface (illustrated in Figure 5) pro-
vides a standard SQL interface (a). Ambiguous
outputs are marked (b), and in addition to show-
ing their lineage (c), Mimir produces explanations (d) upon request.

2.4 GProM

GProM

Code
Generator

Parser

SELECT *
FROM ...

PROVENANCE OF 
(SELECT * FROM ...

Provenance
Rewriter

Transaction
Reenactor

OptimizerCode
Generator

ParserParser

Code
Generator

Oracle Postgres Backend Backend Backend

Figure 6: GProM system overview

GProM (Generic Provenance Middleware) [10, 11, 113, 174,
175] is a database-independent middleware for tracking and query-
ing fine-grained provenance of database queries, updates, and
transactions (see Figure 6). GProM supports multiple database
backends and can be extended to new backends through plug-
ins. The user interacts with the system through one of the sys-
tem’s declarative frontend languages (currently dialects of SQL
and Datalog with constructs for requesting provenance). Impor-
tantly, GProM tracks data provenance in a non-intrusive manner, without requiring any changes to appli-
cations or the database backend. Using reenactment [10], a declarative replay technique which simulates
the effects of past updates or transactions using queries with time travel, the provenance of an update or
transaction is computed retroactively through replaying the operation instrumented to capture provenance.
Time travel is supported by most commercial systems and can be implemented using, e.g., triggers in systems
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that do not support it natively (see, e.g., [211]). GProM will be used to supply fine-grained provenance
for curation operations be they queries or updates. Vizier uses this functionality to generate explanations
for curated data and the curation process as well as to extract training data for the recommendations based
on provenance. Furthermore, using reenactment it is possible to efficiently propagate changes to data and
operations through a workflow during the exploratory phase of curation workflow construction.

3 Management Plan
Our implementation strategy for Vizier is to gradually integrate these three systems into a front-end

interface that combines elements of VisTrails and Mimir, and a back-end component combining elements of
Mimir and GProM. Our approach is iterative: many of our deliverables are useful stand-alone data curation
tools in their own right that become progressively more powerful as they are extended and combined.

Task 1: Bulletproof GProM and Mimir. Both GProM and Mimir are stable enough for general use,
but have primarily been developed as proofs of concept. The first task will be to thoroughly stress-test both
systems to identify and repair any bugs, and to evaluate whether any critical core functionality necessary
for Vizier is missing from either system.
Deliverable: Production quality releases of GProM and Mimir

Task 2: Unify GProM and Mimir. Our first integration target will be the back-end for Vizier: a data
processing system with fine-grained provenance support, able to link outputs to edits applied both by users
and by automated curation tasks. The back-end component will combine GProM’s reenactment facilities
with support for Mimir’s lenses and explanations of ambiguity.
Deliverable: A provenance and ambiguity-aware data processing system supporting queries and updates

Task 3: Add a notebook Interface to VisTrails. VisTrails will serve as a central dispatcher for Vizier,
linking the front-end interface to the fine-grained provenance and data-processing capabilities of the backend
developed in Task 2. In this task, we will extend VisTrails with a UI shell based on Jupyter notebook, which
will eventually serve as a front-end for Vizier. For this task, like VisTrails, the notebook shell will remain
agnostic to the implementation of workflow steps.
Deliverable: A notebook-style UI for VisTrails

Task 4: The Vizier DSL. In parallel with the previous tasks, we will begin a research effort to design
a DSL for our hybrid notebook/spreadsheet environment. As noted, our starting point will be relational
algebra with additional operations based on SQL’s DDL and DML, Mimir’s lenses, as well as operators
from existing data curation systems like Wrangler or NADEEF. Our goal is to create a language with a 1-1
mapping between edits applied to notebook’s tabular output and the program generating that output.
Deliverable: A language specification for Vizier’s DSL and compliant parser

Task 5: A Prototype of Vizier’s Hybrid Notebook and Spreadsheet UI. As the DSL and the
front- and back-end components mature, we will begin integrating them together using the DSL as glue. The
first part of the integration process will be to create the hybrid notebook/spreadsheet UI proposed earlier
by enabling spreadsheet-style editing for the notebook’s tabular outputs. We then also need to create the
UI elements necessary to mirror edits between the spreadsheet and code elements. Time permitting, we will
explore visual cues to help users to follow the flow of code or data dependencies.
Deliverable: A prototype front-end for Vizier

Task 6: Implement the DSL in the Vizier Back-End. Simultaneously, we will add DSL support
to the back-end. Both GProM and Mimir use an intermediate representation similar to relational algebra
with updates. We anticipate that it will be possible to implement the DSL with minimal extension to
this basic model (e.g., GProM already supports multiple front-end languages and, thus, it is reasonable to
assume that adding support for the DSL would be possible with reasonable effort). Our initial plan will
be to support local evaluation of the DSL on common formats including CSV and JSON, first to permit
low-latency development, and second to create a prototype as quickly as possible. We will return to add
support for partial or full deployment to external data management systems later (Task 8).
Deliverable: A back-end with support for the Vizier DSL.
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Task 7: Link the Back- and Front-end components. The DSL developed in Task 4 serves as
a common interface between the front- and back-end components of Vizier. Tasks 5 and 6 prepare these
components for integration, establishing a DSL-aware front-end, and a back-end capable of evaluating DSL
programs. We anticipate this task to require only minor refinements, but extensive stress-testing.
Deliverable: A beta version of Vizier

Task 8: External Datasource Connectors. Our next goal will be to enable access to data hosted in
distributed resources such as relational databases, HDFS clusters, NoSQL data stores, generic REST APIs
and other internet resources. A connector will require three components: First a way to access the complete
data, second a way to sample from the available data, and finally an optional DSL translator to allow Vizier
to deploy workflows to it.
Deliverable: Connectors between Vizier and external data sources

Task 9: Extending Mimir’s Library with Automated Data Curation Operations. With the
intent of getting users up and running as quickly as possible, our next goal will be to extend Mimir’s existing
library of Lenses with new data curation operations as well as operations that evaluate data quality and
unearth interesting features of the data. Our initial goal will be to develop three modules: One for identifying
potential outliers in a dataset [119], one for detecting correlations or dependencies between attributes and/or
successive rows, and one for suggesting visual representations of a dataset [151]. We will revise this list based
on feedback from our user community collaborators.
Deliverable: Extended library of automated data curation operations and quality evaluation modules

Task 10: Provenance-based Suggestions. Vizier will track the user’s activities as a way to explain
outputs to the user. The system will leverage the resulting repositories of both workflow provenance and
fine-grained data provenance to offer suggestions to users [152,200], e.g., by identifying common relationships
between user edits [134] or common properties of data elements that the user appears to be trying to fix.
Deliverable: Automatic provenance-based recommendation module

Task 11: Revise and Refine. We anticipate active community involvement in the development of
Vizier. However, once we have assembled a beta version of the complete system, we expect to receive a
substantially higher volume and quality of feedback from our collaborators and users. Our timeline includes
an explicit period in which we expect to focus entirely on revising and refining the system.
Deliverable: A full release of Vizier

Task 12: Version Tree Operations. The change-based provenance adopted by VisTrails enables a
series of operations that streamline exploration, including the ability to visually compare workflows [98] and
to modify workflows by analogy [203]. We will extend VisTrails to support additional operations, including
the ability to merge/reconcile curation workflows and propagate updates to multiple workflows.
Deliverable: A comprehensive set of version tree manipulations required by exploratory curation

3.1 Development Timeline
We have prepared a 3-year development timeline. In addition to the 3 PIs and a senior research engineer

responsible for the project, we have budgeted for 4 students, 1 post-doctoral associate, and 2 developers for
the full 3 years. The post-doc and developer hosted at NYU will be responsible for the implementation of
Tasks 3-5, 7, 9-12. One developer hosted at UB will be implement the components in Tasks 1-2, 4, 6-8, 11.
Students, one hosted at NYU and UB each, and two hosted at IIT, and the post-doc will be responsible
for research & development components of the proposal. The post-doc will also serve as a bridge to our
collaborators and work on outreach, giving talks and tutorials about the system. A yearly demonstration
of technical capabilities, as requested by the DIBBS solicitation, will be based on the deliverables described
for each task above, grouped into yearly units of work as described below.

Year 1. Preliminaries: Bulletproofing and unifying GProM and Mimir (Tasks 1-2) and preparing the user
interface (Task 3). While these tasks are underway, all three sites will collaborate on a research effort to
design a notebook/spreadsheet DSL (Task 4). Towards the end of the year, we expect both developers to
begin prototyping efforts for their respective parts of Vizier (Tasks 5-6).

Year 2. Continued efforts to prototype the Front- and Back-end components of Vizier: We expect to see
early efforts to integrate both elements (Task 7) begin early-to-mid year 2, and a beta version of the system
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available late in year 2. Research efforts in year 2 will include a preliminary exploration of provenance-aware
learning and heuristic quality assessment (Tasks 9 and 10), and performance-tuning, for example through
techniques like reenactment and incremental maintenance (Task 11).

Year 3. Year 3 will serve as a buffer for time-overruns and as a period of refinement: improving compatibility
(Task 8), making Vizier smarter (Tasks 9 and 10), and incorporating community feedback (Task 11) and
adding versioning (Task 12).

3.2 Evaluation Strategy
As our goal is to simplify data curation, we will evaluate Vizier and its components primarily through

community feedback and expert studies facilitated by our collaborators. We will also conduct user studies
to evaluate the effectiveness of specific features or interface elements on an as-needed basis, pending IRB
approval for each case. As performance is also a significant user concern, we will evaluate Vizier’s back-end
components using data from collaborators including Airbus and the NYC Taxi and Limousine Commission,
standard benchmarks like the MayBMS probabilistic data benchmark [217], openly accessible datasets, and
benchmarking tools for cleaning and integration [12–15].

With the exception of Tasks 4–6, each sub-goal results in a complete software artifact that can be
evaluated in isolation. Tasks 1–3 result in stand-alone components with clear, self-contained goals. Tasks 7–
12 result in versions of Vizier with progressively more features that can be evaluated through expert studies
and deployment at our collaborator’s sites. In each case, the task has clear, measurable deliverables. The
interface design of Task 5 will be evaluated and refined primarily through expert studies, and IRB approval
permitting, user studies as well. The back-end design of Task 6 will be evaluated in terms of its performance
and compliance with the DSL’s specifications. The DSL created in Task 4 will be evaluated and refined
based on its suitability for Tasks 5 and 6.

3.3 Risk Mitigation
The primary elements of Vizier are already well-established systems and we do not anticipate any signif-

icant issues with the feasibility of the proposed system. One possible risk is time overruns due to unforeseen
difficulty or unexpected events. To mitigate this risk we have budgeted a part of year 3 as a buffer. If
absolutely necessary, we can also scale back the goals of Tasks 8-10 to ensure the delivery of a stable system
by the end of the grant period. Another risk is that of a developer leaving. We will mitigate this potential
risk to institutional knowledge by ensuring that developers actively document their efforts, holding regular
code reviews, and ensuring that the student researchers are actively engaged in the design process with the
developers. A third risk is the possibility that by the time a prototype of Vizier is ready, our collaborators
will no longer be able to provide us with their expected contributions. To mitigate this risk, we have engaged
a large, diverse group of collaborators and will continuously seek out new partnerships over the course of the
grant. Finally, the risk of running out of development resources is addressed in our sustainability plan.

4 Sustainability Plan
To ensure the continuation of the project beyond the three year grant period, we will build on our

existing efforts to establish a strong community of users and developers with a vested interest in Vizier. To
this end, we have already engaged a diverse set of expert leaders from communities in industry, academia,
and government, all interested in actively participating in the design of Vizier and helping us to evaluate and
refine the results. Our preliminary set of collaborators includes representatives from NYU’s Center of Urban
Science and Progress (CUSP), Furman Center, The Airbus group, the NYC Taxi and Limousine Commission
(TLC), and Oracle (see letters of collaboration). Oracle, in particular, has already been supporting PIs
Kennedy and Glavic’s research through unrestricted gifts for the past 2 and 3 years, respectively. Their
collaborators at Oracle, Dieter Gawlick and Zhen Hua-Liu, actively provide feedback and guidance for the
Mimir and GProM projects. We have also begun efforts to reach out to additional communities (e.g., the
informal survey in Section 1.3). We will expand on these efforts as additional components of Vizier are
completed through further surveys, workshops, webinars, and demonstration videos. We have also budgeted
for a publicly-available demonstration release to be hosted on a cloud-computing platform.
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Our primary approach to building community buy-in will be to engage prospective users in the design
and development of Vizier. The first step in this process will be to release Vizier under a permissive license
(e.g., Apache), and provide access via a public code repository such as GitHub. However, simply releasing
code is insufficient to build an engaged community. Ensuring high-quality user and developer documentation,
as well as well-structured, well-commented, and readable code will help newcomers to make use of Vizier,
and eventually to extend it as well. A stable community also needs communication. We will ensure the
availability of vectors for both asynchronous communication (e.g., wikis or bug/feature request trackers) and
synchronous communication (IRC, Slack, or similar) with project staff. We note that the use of such tools for
communication is already necessary to support collaboration between the three project sites and that making
these resources publicly accessible presents a negligible overhead. Finally, to provide the community with
effective leadership, we will establish a common set of guidelines for code review and community governance
during our first annual on-site meeting, and will review these guidelines during subsequent annual meetings.

5 Collaboration Plan
The PIs will closely collaborate on the project and synchronize their work progress using bi-weekly virtual

meetings. These meetings will be attended by the PIs, the developers funded through this project, involved
Ph.D. students and PostDocs, and collaborators from the target communities (see letters of collaboration).
The purpose of these meetings is to (1) plan short-term and long-term implementation efforts, (2) elicit
feedback from community leaders on the current version of the Vizier system, (3) strategic planning of
development direction, and (4) coordination among all involved project sites. All three PIs have extensive
experience working with users from the sciences and industry and have been involved in collaborations that
span multiple disciplines. The PIs and project staff will also meet in person regularly at conferences (funds for
conference travel are included in our respective budgets), and at a yearly on-site meeting. We have budgeted
travel funds to allow PIs, developers, students, PostDocs, and key collaborators from target communities
to gather at a single (rotating) project site for a workshop event once per year. These yearly meetings will
revolve around a series of lightning talks from project staff to convey detailed information about each group’s
activities, areas of expertise, and project requirements. The lightning talks will be followed by a strategic
planning session, a review of project and community governance policies, a breakout session for free-form
discussions among project participants, and a wrap-up discussion to discuss outcomes arrived at during
the break-out sessions. The PIs are using web-based collaboration software called GitLab that provides
document sharing, a collaborative wiki, a bug tracker, and other tools for group management, as well as
other cloud collaboration tools like Dropbox and Skype. If funded, project staff will also deploy and use
tools for community-management, including group chat software (e.g., Slack, IRC, or similar), forums (e.g.,
PHPBB or Disqus), and blogging software (e.g., Wordpress). Finally, when Vizier is ready for a preliminary
release, we will begin hosting it on a public open-source code repository such as GitHub.

6 Broader Impacts
The overarching goal of this proposal, to simplify data curation and exploration, has the potential to be

transformative and positively impact the state of data science in many different domains. Our initial set
of collaborators (see attached letters) includes representatives from government (TLC), academia (NYU’s
CUSP and Furman Center), and industry (Oracle and Airbus), all heavily invested in the issues of data
quality that we are poised to address. Our informal survey turned up numerous colleagues and collaborators
from across multiple fields of research and sectors of industry, all of whom grapple with data quality on a
regular basis. Thus, the impact of the project can be immediate. Besides advancing the state of the art in
data curation, the proposed work will improve research in other fields, notably, in social sciences. It will
also contribute to an emerging field: urban science. Through the deployment of our tools within CUSP and
the Furman Center, our work has the potential to impact a wide range of scientists and students, as well as
the NYC agencies that are partnering with CUSP and Furman on various projects. If successful, our work
will positively impact government by improving data quality, which in turn will lead to better planning and
policies and more efficient operations. The ability to publish provenance-rich, high-quality data will also
positively impact governance and citizen engagement.
Integration of Research and Education. We see education in a broader context. In our interactions with

14



domain scientists, it has become clear that many of them are not up-to-date of recent developments around
data curation techniques and tools. Thus, we believe that we not only need to educate our own students,
but also inform the scientific community at large of the benefits and technologies related to curation. We are
well positioned to reach “across our disciplines”, given our on-going multi-disciplinary collaborations and the
make up of our team. Four PhD students and one Postdoctoral researcher will participate in this project.
The grant will also support the PIs in their existing educational outreach efforts: PI Kennedy is working with
contacts at local high schools, gained through his membership in the WNY chapter of the ACM Computer
Science Teacher’s Association, to develop an open-data after-school program at high schools near UB. PI
Glavic is actively working on integrating data cleaning and integration into IIT’s CS graduate programs
including the development of a new course on data integration and provenance. Vizier will be used as a tool
in future installments of this course.
Minority and Undergraduate Involvement. We are committed to recruiting and mentoring minorities.
All the PIs have been involved in different efforts to foster minority involvement. NYU Tandon School
of Engineering ranked #1 in the nation by US News and World Report in Racial Diversity, and #3 in
Economic Diversity among private universities in 2009. Typically, around half of our incoming domestic CS
Ph.D. students are women or underrepresented minorities. It is well known that attracting minorities to
STEM fields has been a great challenge. We believe that our research topic can contribute to attracting
more minorities to computer science. The M.S. progrems at NYU CUSP and at NYU CDS (which PI Freire
directs) have close to 50% female enrollments. If funded, the PIs will also apply for REUs to facilitate
involvement from undergraduate researchers at their respective universities.
Technology Transfer and Software Tools. Our team has an unassailable record of translating research
results into practice across the sciences, including urban science, as well as to government, industry, and the
general public. The software we will develop will be released as open source. Value-added open data derived
by our methods will also will be made available under creative commons licenses where permitted.

7 Results from Prior NSF Support

Dr. Oliver Kennedy. Dr. Oliver Kennedy has been tenure-track faculty since Fall of 2012 and has been
a PI on one NSF award. Intellectual Merit: Since receiving his first award 1.5 years ago, Dr. Kennedy’s
funding has resulted in 2 workshop publications [155,156] and one further conference paper under submission.
Broader Impacts: NSF: CNS-1409551 (2014-2018; $976k) has funded the development of Ettu, a tool for
summarizing query logs to enable insider threat analysis, as well as the collection and anonymization of a one-
week trace of all SQL query activity at a major US bank. The project actively supports three PhD students,
and an REU supplement is actively supporting one undergraduate and supported one undergraduate student
who graduated in Winter of 2015. One graduate student has completed his thesis under Dr. Kennedy’s
supervision. Dr Kennedy is currently advising 5 PhD students (including 2 female students), one MS
student, and one BS student, and co-advising 3 PhD students (including one female student).

Dr. Juliana Freire. Since joining academia in late 2002, Dr. Freire has been PI, co-PI, or senior investigator
on fourteen NSF awards. Intellectual Merit: Dr. Freire’s NSF funding has resulted in over 87 publications
[4, 6, 18–27, 29, 30, 37, 40, 41, 44, 52–56, 63, 66, 71, 72, 75, 78–81, 83, 84, 86–88, 90, 91, 93, 94, 96–98, 100, 104, 127,
146–150, 152, 152, 159, 161–164, 166, 169–172, 172, 173, 186, 187, 193–199, 201, 203, 204, 206–208, 210, 223, 226],
including a IEEE Visualization 2007 best paper award and an Eurographics Educational Program best
paper award. Broader Impact: NSF IIS-0513692 (2005-2008; $499k)) [95] and NSF CNS-1405927 (2014-16;
$530k) [92] have funded the development of VisTrails [86,224], an open-source data analysis and visualization
tool that provides a comprehensive provenance infrastructure. VisTrails has been adopted in several scientific
projects, both nationally and internationally, including in large NSF-funded projects [57, 58, 62, 188]; and it
has had impact in different scientific domains [7,8,18,48,58,68,124,127,129,219]. Thirteen graduate students
have completed their degrees under Dr. Freire’s supervision—these include five female and three Hispanic
students. She has also supervised post-doctoral assistants and several undergraduate students. She currently
advises 7 Ph.D. students, 5 of which are from under-represented minorities.

Dr. Boris Glavic. does not have NSF support yet. He is currently advising three Ph.D. students (one
female), three MS students, and is co-advising one Ph.D. student.
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[100] Juliana Freire and Cláudio T. Silva. *Making Computations and Publications Reproducible with
VisTrails. Computing in Science and Engineering, 14(4):18–25, 2012.
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[133] Emanuele Santos Juliana Freire and Cláudio Silva. Provenance-enabled data exploration and visual-
ization with vistrails. In SciDAC, volume 125, 2009.

[134] Sean Kandel, Andreas Paepcke, Joseph Hellerstein, and Jeffrey Heer. Wrangler: Interactive visual
specification of data transformation scripts. In Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems, CHI ’11, pages 3363–3372, New York, NY, USA, 2011. ACM.
http://doi.acm.org/10.1145/1978942.1979444

[135] Manos Karpathiotakis, Ioannis Alagiannis, Thomas Heinis, Miguel Branco, and Anastasia Ailamaki.
Just-In-Time Data Virtualization: Lightweight Data Management with ViDa. In Proceedings of the
7th Biennial Conference on Innovative Data Systems Research (CIDR), 2015.

[136] Yannis Katsis, Yoav Freund, and Yannis Papakonstantinou. Combining databases and signal processing
in plato. In CIDR, 2015.

[137] O. Kennedy, C. Koch, and A. Demers. Dynamic approaches to in-network aggregation. In ICDE,
pages 1331–1334, 2009.

[138] Oliver Kennedy, Yanif Ahmad, and Christoph Koch. DBToaster: Agile views for a dynamic data
management system. In CIDR, pages 284–295, 2011.

7

http://doi.acm.org/10.1145/2047196.2047205
http://doi.acm.org/10.1145/1978942.1979444


[139] Oliver Kennedy, Jerry Ajay, Geoffrey Challen, and Lukasz Ziarek. Pocket Data: The need for
TPC-MOBILE. In TPC Technology Conference on Performance Evaluation & Benchmarking, 2015.

[140] Oliver Kennedy and Christoph Koch. Pip: A database system for great and small expectations. In
Data Engineering (ICDE), 2010 IEEE 26th International Conference on, pages 157–168. IEEE, 2010.

[141] Oliver Kennedy, Steve Lee, Charles Loboz, Slawek Smyl, and Suman Nath. Fuzzy prophet: Param-
eter exploration in uncertain enterprise scenarios. In SIGMOD, pages 1303–1306, 2011.
http://doi.acm.org/10.1145/1989323.1989482

[142] Oliver Kennedy and Suman Nath. Jigsaw: Efficient optimization over uncertain enterprise data. In
SIGMOD, pages 829–840, 2011.
http://doi.acm.org/10.1145/1989323.1989410

[143] Oliver Kennedy, Ying Yang, Jan Chomicki, Ronny Fehling, Zhen Hua Liu, and Dieter Gawlick.
Enabling Real-Time Business Intelligence: International Workshops, BIRTE 2013, Riva del Garda,
Italy, August 26, 2013, and BIRTE 2014, Hangzhou, China, September 1, 2014, Revised Selected
Papers, chapter Detecting the Temporal Context of Queries, pages 97–113. Springer Berlin Heidelberg,
2015.

[144] Oliver Kennedy and Lukasz Ziarek. Just-in-time data structures. In CIDR, 2015.
[145] Christoph Koch, Yanif Ahmad, Oliver Andrzej Kennedy, Milos Nikolic, Andres Nötzli, Daniel
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Scheidegger, Juliana Freire, and Cláudio T. Silva. Examining statistics of workflow evolution prove-
nance: A first study. In SSDBM, pages 573–579, 2008.

[160] Bin Liu and HV Jagadish. A spreadsheet algebra for a direct data manipulation query interface. In
Data Engineering, 2009. ICDE’09. IEEE 25th International Conference on, pages 417–428. IEEE,
2009.

[161] Phillip Mates, Emanuele Santos, Juliana Freire, and Cláudio T. Silva. *CrowdLabs: Social Analysis
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on Clustering Collections of Workflow Graphs. In IPAW, pages 160–173, 2008.

[199] Emanuele Santos, Phillip Mates, Erik Anderson, Brad Grimm, Juliana Freire, and Claudio Silva.
Towards supporting collaborative data analysis and visualization in a coastal margin observatories.
ACM CSCW Workshop on The Changing Dynamics of Scientific Collaborations, 2010.

[200] Carlos Scheidegger, Huy Vo, David Koop, Juliana Freire, and Claudio Silva. Querying and creating
visualizations by analogy. IEEE Transactions on Visualization & Computer Graphics, 13(6):1560–1567,
2007.

[201] Carlos Eduardo Scheidegger, David Koop, Emanuele Santos, Huy T. Vo, Steven P. Callahan, Juliana
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